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Abstract  

One of the most promising frameworks is the fog computing paradigm for time-sensitive applications such as IoT (Internet of 

Things). Though it is an extended type of computing paradigm, which is mainly used to support cloud computing for executing 

deadline-based user requirements in IoT applications. However, there are certain challenges related to the hybrid IoT -cloud 

environment such as poor latency, increased execution time, computational burden and overload on the computing nodes.  This 

paper offers A Layer & Request priority-based framework for Dynamic Resource Allocation Method (LP-DRAM), a new approach 

based on layer priority for ensuring effective resource allocation in a fog-cloud architecture.  By performing load balancing across 

the computer nodes, the suggested method achieves an effective resource allocation. Unlike conventional resource allocation 

techniques, the proposed work assumes that the node type and the location are not fixed. The tasks are allocated based on two 

constrain, duration and layer priority basis i.e, the tasks are initially assigned to edge computing nodes and based on the resource 

availability in edge nodes, the tasks are further allocated to fog and cloud computing nodes.  The proposed approach's performance 

was analyzed by comparing it to existing methodologies such as First Fit (FF), Best Fit (BF), First Fit Decreasing (FFD), Best Fit 

Decreasing (BFD), and DRAM techniques to validate the effectiveness of the proposed LP-DRAM. 

 

Keywords- Fog computing, Cloud computing, Edge computing, Dynamic resource allocation, Load balancing. 

 

 

 

1. Introduction 
Over the past few decades, the IoT has gained huge significance among various researchers and the need 

for developing new IoT devices for different domains is increasing extensively (Jo & Kim, 2019). Since 

IoT is an integrated network of various devices, it generates a significant amount of large data. It's a 

challenging task to compute such a vast amount of data derived from a variety of sources like sensors and 

actuators in IoT applications using conventional data processing environments (Kong et al., 2017). Despite 

the traditional computing approach is efficient in computing the data for IoT applications, the ever-

increasing demand and resources lead to excessive energy consumption which ultimately results in the 

performance deterioration of the computation process (Sarkar et al., 2018). Hence, how to enhance the 

computational efficiency of IoT applications is still a prominent issue to be resolved (Azam et al., 2018; 

Atlam et al., 2018). Instead of using exclusively cloud environments, the fog computing paradigm increases 

the computational process by employing a decentralized computing architecture where storage and 

applications are distributed across the IoT and the cloud nodes (Bonomi et al., 2012). To minimize the 

latency, computational time, energy utilization, space, and operational costs, the fog nodes are situated 

nearest to the smart nodes. (Pande et al., 2016; Manasrah & Gupta, 2019). The decentralized architecture 

will enable the fog nodes to process the data faster compared to cloud environments which forward the 

 

mailto:17drce006@charusat.edu.in


Patel and Patel: A Layer & Request Priority-based Framework for Dynamic Resource Allocation… 
 

 

698 | Vol. 7, No. 5, 2022 

request to the cloud for further computation. A fog environment provides user mobility support and allows 

location tracking along with interoperability, high scalability and low latency which is not feasible in cloud 

computing systems (Mouradian et al., 2017; Dastjerdi et al., 2016). Despite the advantages, fog computation 

suffers from the problem of high-power utilization. The power utilized by fog nodes is higher and an 

efficient resource allocation might have an impact on the lifetime of fog nodes. Besides, due to the 

uncertainties associated with fog environments such as high variability and unpredictable nature of fog 

nodes, proper resource allocation becomes a difficult job in fog computing. Hence, appropriate control of 

fog devices is necessary for improving the efficiency of fog computing (Jian et al., 2019). Some of the 

prominent resource allocation and management issues such as allocation, scheduling and provisioning of 

resources need to be discussed.  

 

In fog systems, the routers are considered to be the possible latent physical servers capable of providing 

resources to fog systems at the network's edge (Wang et al., 2016; Yi et al., 2015). These routers are capable 

of enhancing the computational efficiency and storage capabilities in the fog systems which can be 

completely used as the computing nodes. Varied IoT devices have different application requirements, 

particularly for real-time IoT applications; as a result, these applications rely on edge computing nodes to 

host them. (Xu et al., 2017; Xu et al., 2017). Users of fog systems can access and utilize network resources 

in a similar way to a cloud environment and this technique is also applicable for on-demand dynamic 

resources (Bonomi et al., 2014). For IoT based applications, the resource allocation should be performed 

for both conditions i.e., centralized and the geo-distributed computing nodes. For appropriate resource 

allocation, the resource managers should select potential computing nodes for hosting fog services using 

various techniques for allocating resources. 

 

There are two important techniques, resource allocation and scheduling which are used widely to control 

the data centres, which are responsible for reducing carbon emissions, increasing resource utilization, and 

ensuring data centre load balance (Xu et al., 2020; Yu et al., 2016). In cloud computing, the purpose of 

resource allocation is to increase the number of machines that are physically active by distributing them in 

a balanced manner and to manage the workload of the machines effectively to prevent any overhead of 

resource usage (Sahu et al., 2013; Soni & Kalra, 2014; Xu et al., 2015; Li & Zhang, 2016). Whereas in fog 

computing systems, the complexity of resource allocation increases since the applications can only respond 

to the compute nodes in fog computing which are distributed in a decentralized manner. As a result, 

developing an effective resource distribution strategy for IoT based applications is critical. This paper 

presents a new framework for managing dynamic resource distribution in cloud-fog-edge computing 

environments. 

 

2. Review of Fog Computing Environment 
Fog computing incorporates various accessible system components of IoT applications such as servers, 

smart gateways, routers, switches, and other devices integrated with the cloud data centre (Miah et al., 2018; 

Deng et al., 2018). Due to the heterogeneity associated with various IoT devices and due to dynamic 

requirements and unpredictable fog nodes, it requires a potentially stable dynamic resource allocation 

strategy for improving the performance of fog computing systems (Aazam & Huh, 2015; Ni et al., 2017). 

The system structure of the fog environment is discussed in this section, as well as a summary of existing 

literature on resource allocation challenges in the fog environment. 

 

2.1 Fog Computing Architecture 
The fog environment architecture is made up of four levels in general namely: the cloud, fog, edge or service 

and the IoT application level. The cloud tier consists of various active virtual machines as well as a  
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significant quantity of physical resources making it an appropriate layer for hosting the activities with high 

storage abilities and with high-density computation (Xu et al., 2018). The tasks which require less 

computing resources and have the jobs with the highest time urgency are handled at the edge, while jobs 

with lower time urgency are handled by fog and cloud layers. The service tier is integrated with the IoT tier 

for processing a larger amount of requests. This is accomplished by determining the most appropriate 

intermediate computing nodes and the requests are processed on a priority basis by the fog and cloud 

environments. 

 

2.2 Related Works 
Feng et al. (2019) presented a novel mechanism for managing risks associated with fog computing 

environments. The service provider present in fog computing performs dynamic optimization of 

computational resources for enhancing the sustainability of fog systems with a huge amount of fog nodes. 

The provider makes dynamic judgments for each fog node in the system to prevent it from losses caused 

by cyber-attacks. Furthermore, a Stackelberg game was used to demonstrate a variety of cognitive 

judgement dilemmas. It was observed from the experimental analysis that the Stackelberg equilibrium is a 

unique approach whose analytical and experimental results were analyzed for improving cyber security in 

fog computing systems. 

 

Bashir et al. (2019) proposed a dynamic resource distribution method for cloud environments and fog nodes 

in IoT applications using logistic regression and multi decision approach. In the proposed approach, the 

ranks of the fog nodes are formulated using TOPSIS for identifying a potential and robust fog node for 

handling incoming service requests. The fog computing environment was designed using a different set of 

fog nodes which processes the service requests of various users. To estimate the load balancing ability of 

fog nodes and to update the results to make the next decision, logistic regression is utilized. The simulation 

evaluation shows that the proposed strategy greatly improves performance with a 98.25 % accuracy. Table 

1 is representing a summary of existing resource allocation strategies for computing in a cloud-fog 

environment. 

 

Chang et al. (2020) suggested a differential evolution methodology for a fog platform based on IoT and 

using several mobile devices. In these devices, the resources for computation and offloading decisions are 

coordinated dynamically and are optimally allocated for satisfying the ever-increasing computational 

requirements. The preliminary objective of this research was to reduce the operational costs by minimizing 

the energy utilization, latency, and weights of the multiple devices. To achieve this, the study used a 

resource provisioning approach which was based on the Lyapunov optimization. The main issue was 

divided into various multiple subproblems by deriving the arbitrary cap of the drift-plus-penalty equation 

and was addressed appropriately. The proposed approach's performance was measured, and the findings 

confirmed that it was effective. 

 

Naha et al. (2020) addressed the issue of fulfilling the dynamic user requirements by using a novel approach 

to resource allocation and provisioning techniques. The resources are ranked in a hierarchical manner. The 

proposed algorithms were analyzed using a platform for modelling a real-time fog environment by 

expanding the CloudSim toolset. The experimental findings indicate that the presented methodology 

outperformed other current approaches in terms of operational cost, network delay and overall data 

processing time. In comparison to other algorithms, the operational cost and overall processing time were 

both lowered by 15% and 12%. 
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Table 1. Summary of relevant works. 
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Evaluation 

Process 

Gawali & Shinde 

et al. (2018) 

1. Analytical hierarchy process 

2. BATS + BAR Algorithm 

3. Longest expected processing time preemption 

4. divide-and-conquer methods 

Cloud Yes No 
Simulation 

(CloudSim) 

Zheng et al. (2014) 
Description of issues in Multiobjective Virtual 

Machine Development 
Cloud Yes No 

Simulation 

(CloudSim) 

Liu et al. (2019) ϵ-greedy Q-Learning and MonteCarlo Edge Yes No Simulation 

Saraswathi et al. 

(2015) 
Allocate resources based on Job Priority Cloud Yes No 

Simulation 

(CloudSim) 

Di et al. (2018) 
Resource Allocation on different Power 

splitting receiver architecture 
Fog Yes No Simulation 

Dam et al. (2018) 
Used Simulated Annealing for the best possible 

solution 
Cloud Yes Yes 

CloudAnalyst 

Khattak et al. (2019) 
Heart rate, Patient categories and utilization of 

foglets 
Fog Yes Yes 

CloudSim & 

iFogSim 

Rafique et al. 

(2019) 
Used Hybrid approch of MPSO & MCSO  Fog Yes Yes iFogSim 

Li et al. (2020) 
Intermediary node to get information of a node 

 and Naive Bayes for classification of node 
Edge Yes Yes Simulation* 

Bukhsh et al. (2018) Used  PSO-SA for resource distribution Fog Yes Yes CloudAnalyst 

Xu et al. (2018) 
DRAM (Based on computing node, Static and 

Dynamic allocation) 
Fog Yes Yes CloudSim 

Deng et al. (2016) 
Generalized Benders Decomposition (GBD), 

Hungarian Algorithm 

Fog + 

Cloud 

Yes 

 
Yes Simulation* 

Yin et al. (2017) 
Hybrid alternating direction method of 

multipliers (HADMM) 
Fog Yes No Simulation* 

Lakzaei et al. (2022) 
MapReduce and DVFS techniques are used for 

optimal resource and energy management. 

Fog + 

Cloud 
Yes Yes CloudSim 

Wadhwa & Aron 

(2021) 

TRAM is used along with the expectation-

maximization (EM) algorithm to level existing 

tasks 

Fog + 

Cloud 
Yes No iFogSim 

 

In fog computing, an LB and optimization strategy (LBOS) was presented by (Talaat et al., 2020), which 

included dynamic resource allocation approaches, genetic algorithms, and reinforcement learning. The 

LBOS monitor in the network traffic aggregates the data related to the load on each data server using the 

dynamic resource allocation technique. This method improves the performance of the resource allocation. 

Accordingly, it was noted that the proposed LBOS framework was effective for live applications in fog 

environments such as healthcare systems. The proposed methodology included three layers: an Internet of 

Things, fog, and cloud. The proposed technique increases QoS, according to the findings of an experimental 

investigation in the hybrid computing environment by reducing response time and cost of allocation, and it 

achieves 85.71 % of the best load balancing level.  

 

Farooq & Zhu (2020) presented an optimal progressive resource sharing and pricing method for IoT 

applications in fog environments according to QoE. A pricing policy was used in this approach which is 

dependent on the IoT apps' quality of experience, and as a result of this distribution, the computational 

requests were processed with reduced time compared to other approaches. Based on the findings of 
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simulation analysis, the effectiveness of the proposed strategy was confirmed, and the findings reveal that 

the proposed strategy greatly outperformed alternative techniques. 

 

3. Problem Formulation  
The proposed work's preliminary goal is to effectively distribute the resources in a fog environment for 

satisfying the dynamic user requirements with reduced execution time, cost, and delay. However, there are 

certain challenges which restrict the optimal resource provision in a fog environment. Since the nature of 

the fog environment is highly distributed in nature It is challenging to process with a finite set of resources 

and vast volumes of data. Furthermore, fog computing has a finite number of resources. The focus of this 

research is on resource allocation in time-constrained applications like IoT networks, where user requests 

cannot be fulfilled without the usage of fog servers in a cloud tier. According to the changing pattern of the 

requirements and the processing time, the requests need to be processed in the cloud-fog hybrid 

environment. It can be inferred that; existing literary works have not analysed the resource allocation 

considering the dynamic users’ requirements. It is not practically feasible to perform efficient resource 

allocation for time-constraint applications without managing the frequent changes in user requirements with 

limited resources at the fog layer. 

 

This research identifies some of the resource distribution issues in a fog environment: 

 

● Resource management: How effectively the resources are used during resource allocation? This is one 

of the primary issues considered in the resource distribution process. 

● Scalability: In a fog computing environment, the proposed technique should be scalable enough to 

handle resource allocation. 

● Energy efficiency: To improve the performance of fog devices, energy consumption must be 

optimized during resource allocation. 

● Load balancing: To increase the execution time and efficiency of the resource allocation process, the 

overhead on computing fog nodes should be lowered. 

 

4. Research Methodology 
The proposed work aims to offer a dynamic resource provisioning method for maximizing the use of 

available resources at the fog and edge layers to reduce fog node latency and execution time in fog 

computing. The proposed research work used an optimal resource allocation strategy where the request is 

processed by a three-layer processing network. The tasks are initially distributed to the edge devices and if 

there is a lack of availability of required resources the tasks are further transferred to the fog computing 

layer for computation. If the fog devices are not compatible in processing a high number of responsibilities 

due to limited resource availability, then the jobs are processed by the cloud computing layer. This 

technique aims to cut the computational strain on the cloud computing tier, as well as the execution time 

and latency. The study identifies certain prominent drawbacks associated with existing works associated to 

load balancing and resource provision in fog environments: As observed in (Xu et al., 2018) the node type 

is fixed for each request for execution and the request priority is not defined. Also, the migration is fixed 

for specific layers only i.e., (fog-to-fog layer). The proposed work aims to overcome the limitations by not 

fixing the node types and by optimizing the request priority. The following sub-sections cover a thorough 

description of the proposed work: 

 

4.1 System Description  
In this hybrid architecture of cloud, fog, edge & IoT, the user requirements or requests are forwarded to the 

edge devices for computation. Then edge devices sent the data to the fog layer for further computation instead 

of the cloud which will significantly improve the performance. This scenario is more suitable for real-time 
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analysis-based applications. The fog layer will handle all the processes of requests and jobs by authenticating 

user identities and scheduling jobs to both fog-cloud layers. In fog computing, fog nodes play a crucial role 

in data acquisition. When fog devices get data from the edge, they store it and analyze it based on the user's 

demand. After processing, the raw data is forward to the fog environment for execution which is again 

forward to the cloud environment in case of limited resource availability at the fog layer. Fog devices have 

their operating system and must support virtualization to execute multiple requests simultaneously. The fog 

devices are incorporated with restricted storage, memory capacity, bandwidth, and processing capability. 

According to Figure 1, the calculations are spread over three layers: edge, fog and cloud.  
 

 

 

Figure 1. Proposed system architecture for fog computing. 

 

Latency will be increased as the computation task will start to execute from the bottom to the top layers. 

For instance, when layer four will generate data, it will forward it to layer three, where it has some 

computing capacity. If requested resource requirements are not satisfied, then it will be sent to respectively 

layer 2 or 1. Ultimately, it is depended on the type of application and their needs. Any device can act as fog 

or edge, which had minimum computing resources like the raspberry pi, Arduino, layer-3 switch and 

nanocomputer. These four layers are classified based on the computational capacity of each.                                                              

 

4.2 Fog execution Model 
The fog nodes that communicate to the application are able to handle the offloaded queries and perform the 

processing work. When the fog device offloads the tasks ‘t’ to either the fog or cloud layer, the requirements 

of the task are distributed to the fog or cloud layer via wireless sensors. If the job ‘t’ is allocated to the fog 

device, then according to the proposed layer priority the fog node decides whether the task can be executed 

in the fog layer or cloud layer, depending on the time it took to execute. The processing time taken by the 

fog node to run a task depends on two main parameters namely, the computation time (Ti
comp) and the time 
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taken for transmission (Ti
data). Assuming that transmission delay is negligible the execution time in fog node 

‘i’ for a tsak ‘t’ is evaluated as: 

 

Tt
i = Ti

comp + Ti
data                                                                                                                                        (1) 

 

Where Tt
i is the execution time of the fog nodes for computing task ‘t’ by a fog node ‘i’. Another important 

parameter that defines the efficacy of the fog execution model is the energy used by the fog nodes which 

implies the transmission rate of the fog devices. Moreover, it is noticed that the fog nodes must have sufficient 

computational resources to process the jobs offloaded by the fog devices else the jobs are assigned to the 

cloud. Hence the computation requirements of the fog environment must be well satisfied with appropriate 

resource allocation and load balancing as shown in equation 8. In this case, the actual processing time and the 

energy consumed by the fog devices can be evaluated respectively as shown in equations 2 and 3. 

 

Tt
i. = I (-M ≤ Sn  ≤ -1) Ti t,m + I (Sn < -M) Ti t, m+1                                                                                        (2) 

En = I (-M ≤ Sn  ≤ -1) En,m + I (Sn < -M) En,m+1                                                                                            (3) 

 

where, Tt
i. is the total execution time of the fog node ‘i’, ‘Ti

t,m and ‘Ti t, m+1
’ is the time cost of offloading the 

task from fog nodes to either fog or cloud layer. En is the amount of energy used by the fog nodes, where n 

is the number of nodes in the fog. 

 

4.3 Task Allocation Approach in the Fog Computing Environment 
The computational framework for fog performs efficient task distributions among all the nodes present in 

both the cloud layer and fog layer. Since the fog computing environment is highly diversified in nature, and 

the execution time differs from one commuting node to another, it is difficult to completely utilize the 

available resources. The main intent of the suggested work is to efficiently balance the workload among 

computing nodes in order to reduce overutilization and prevent the underutilization of existing resources.  

 

Let Xn
m(t) be the binary variable to determine whether bn (1≤ n ≤ N) is allocated to the Computation devices 

jm (1 ≤ m ≤ M) for instantaneous time t, which is evaluated as: 

 

 𝑋𝑛
𝑚(𝑡) = {

1,      if 𝑏𝑛 is assigned to 𝑗𝑚

0,      otherwise 
                                                                                                       (4) 

 

where, B is the number of services set B = {b1,b2,…bN` } of the requests and N is the total fog services 

produced by IoT applications.  The physical machines and computing nodes on the cloud, fog and edge 

layers are used to leverage the allocation of available resources for the fog services. Consider that both fog 

and cloud levels have ‘m' computing nodes defined as J = {j1, j2, …., jM}, then the fog services' resource 

capability and resource requirements are determined as; 

 

 𝛽𝜔
𝑚 = {

1,  if 𝑗𝑚 is 𝑤th  compute node type 

0,  otherwise 
                                                                                                        (5) 

 

𝑞𝑚(𝑡) = {
1,      if   𝑛𝑏𝑛 > 0
0,      otherwise 

                                                                                                                                       (6) 

 
As illustrated in the equation below, optimal usage of available resources for compute nodes in a fog 

environment of wth type for a specific time 't' is determined. 
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𝑃𝑈𝜔(𝑡) =
1

𝑎𝜔(𝑡)
∑  

𝑀

𝑚=1

∑  

𝑁

𝑛=1

𝑋𝑛
𝑚(𝑡) ⋅ 𝑝𝑢𝑚(𝑡) ⋅ 𝑞𝑚(𝑡)                                                                                            (7) 

 

The difference of load distribution of jm for a time ‘t’ which is determined by resource utilization variance 

is given as: 

 

𝐿𝑏𝑚(𝑡) = (𝑝𝑢𝑚(𝑡) − ∑  

𝑊

𝜔=1

𝑃𝑈𝑤(𝑡) ⋅ 𝛽𝜔
𝑚)

2

                                                                                                          (8) 

 

The average value of the measured variance for all computing nodes is given as: 

 

  𝐿𝐵𝜔(𝑡) =
1

𝑎𝜔(𝑡)
∑  

𝑀

𝑚=1

∑  

𝑁

𝑛=1

𝑋𝑛𝑚(𝑡) ⋅ 𝐿𝑏𝑚(𝑡) ⋅ 𝑞𝑚(𝑡)                                                                                          (9) 

 

Similarly, the load balance variance between the execution time interval (T, T0) is evaluated. 

 

𝐿𝐵𝜔 =
1

𝑇 ⋅ 𝑇0
∫  

𝑇

𝑇0

𝐿𝐵𝜔(𝑡)𝑑𝑡                                                                                                                                      (10) 

 

Based on these values, the constraint for reducing the variance of equal load distribution is given 

 

min   𝐿𝐵𝑤 , ∀𝑤 = 1, … . 𝑊                                                                                                                         (11) 

With the condition     𝑎𝜔(𝑡) ≤ ∑  

𝑚

𝑚=1

𝛽𝜔
𝑚                                                                                                              (12) 

  ∑  

𝑁

𝑛=1

𝑎𝑛 ≤ ∑  

𝑀

𝑚=1

𝐶𝑚                                                                                                                                                     (13) 

 

where, ∑ 𝑞𝑛
𝑁
𝑛=1 defines the resource demands for all fog services and ∑ 𝑐𝑚

𝑀
𝑚=1  defines the capacity of the 

nodes. 

 

∑  

𝑁

𝑛=1

𝑥𝑛
𝑚𝑎𝑛 ≤ 𝐶𝑚                                                                                                                                                         (14) 

 

where, ∑ 𝑋𝑛
𝑚𝑁

𝑛=1  qn defines the resource needs for fog services assigned to m number of computational 

nodes. 

 

4.4 Dynamic Resource Allocation in Fog Environment using LP-DRAM 
 

The research aims to accomplish effective resource provisioning at the fog layer and to equal distribution 

of workload amongst processing devices in the three layers hybrid environment. For effective resource 

allocation, the study proposes LP-DRAM. The novelty of the proposed LP- DRAM architecture is that it 

does not fix the node type and number of nodes for execution, unlike the previous DRAM process. Also, 
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the study considers the possibility of fog-to-cloud migration for non-critical interests so that the fog layer 

can handle maximum critical requests and there is less burden on the cloud layer. This is mainly done to 

improve the latency and to decrease the execution duration and computational burden on the cloud 

environment. The process flow of the proposed LP-DRAM is illustrated in Figure 2. 

 
 

 
 

Figure 2. Proposed system architecture for fog computing. 
 

 
Table 2. Used notations. 

 

Tt
i : Total execution Time 

En : Energy Consumed 

M : The no of computational nodes 

J   : a collection of processing elements  

B : Set of services B = { b1,b2,…bN` } 

AW : Adaptive weight  

PUw(t): Use of Resources for wth    class of computational node at moment t 

Lbm (t): Task scheduling Variation jm  at moment t 

LBw (t): Task scheduling Variation wth     type of computational node at moment t  

Wnj : The existing workload of jth node (initially whose value is 0) 

ETnjRj : The  upcoming workload of request 

Capnj  : The capacity of the node 

S : Classified set of fog request  S= (S1, S2, S3, ….SN). 

R : Request Data Set 

Pt : Progressive queue at time t 
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The requests analyzer is priority-based and is capable of analyzing the requests according to the 

requirements and to either choose to accept or reject the tasks. It processes the data based on the priority 

assigned; Normal, critical, and highly demanded. The task scheduler assigns the tasks according to the 

hierarchy of the proposed work i.e., it is initially assigned to edge, fog and then cloud devices. As mentioned 

earlier, the resource manager will allocate the resources of each task to either fog or cloud nodes and the 

optimal utilization of the available resources for the fog computing nodes is computed as shown in equation 

7.  If the fog device is not able to compute the task at a given time, due to a lack of resources available for 

processing this task then the fog device will reject the task and the task is processed by the cloud computing 

device. However, this process consumes more time and impacts the actual quality of the processing system. 

Hence in the proposed work, the priority is not fixed, and the request analyzer will evaluate the requests 

based on the order of arrival. Besides, the cloud layer must possess the necessary resources for executing 

the task. The analyzer will quickly determine whether the task can be processed by the fog or not and 

correspondingly allocate the resource to each task which is activated in the fog node as shown in equation 

14. 

 

Hypothesis 1: Based on Layer Priority 
This hypothesis is based on the priority assigned to three tiers of the system including, Edge, fog and cloud. 

To execute fog services and effectively distribute resources, the network has several types of computing 

nodes. Fog services are classed according to the resource requirements of the node type. Here, in this work, 

the node type is not fixed and at a specific layer, only adaptive weights are used without fixed nodes. The 

adaptive weight is calculated as: 

 

 𝐴𝑊 =
𝑊𝑛𝑗

+ 𝐸𝑇𝑛𝑗𝑅𝑗

𝐶𝑎𝑝𝑛𝑗
                                                                                                                                                (15) 

 
where, Wnj is defined as the existing workload of jth node (initially whose value is 0), ETnjRj represents the 

upcoming workload of request, Capnj is the capacity of the node.  

 

4.4.2 Fog Service Segmentation 
Fog services derived through diverse IoT applications have a wide range of user needs and require a huge 

spectrum of processing resources. In order to process these requests, the fog services must select different 

types of computing nodes. Actual machines, intermediate (fog), and edge nodes near the sensors are among 

the N types of virtual machines in the cloud infrastructure. In the proposed work, it is assumed that the node 

type is not fixed, so fog services can be partitioned as follows: S= (S1, S2, S3, ….SN). Furthermore, fog 

services that are part of the same set have different resource requirements and execution times. To assess 

the resource distribution for a similar group of fog application requests must be divided into various 

subgroups based on starting time of the nodes to occupy the resource elements, as indicated in equation 8, 

in order to provide load balancing for fog application requests in the similar group. 

 

The acquisition of fog services subsets is depicted in Algorithm 1. Here, the resource requirements acquired 

from IoT applications are the input, and the classified set of fog requests ‘S' is the output. Once the fog 

operations are differentiated and the resources are granted at the fog layer, the processed requests are 

evaluated based on certain QoS dimensions such as execution time, makespan time, TAT, execution cost 

and throughput. The proposed LP-DRAM framework is analyzed with respect to the hypothesis; Based on 

layer priority and using adaptive weight without fixed nodes. 
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Algorithm:- 1 Request subset partitioning based on priority and 

Start time 

Input:- IoT application resource needs   (Request Dataset) R 

Output:-  Classified set of fog request S 

1    for i = 0 to N do 

2 for j = 0 to P do            

       // P= priority of request (Critical, Non-Critical) 

3          if Priorityi == j   then 

4             add ri to Si 

5         end  if 

6        end for 

7      end for 

8    for i = 0 to P do 

9       𝑛𝑛 = 0, 𝑞 = 0, S = stim0   

10          While 𝑛𝑛 < |S𝑠𝑖| do 

11                   if Stim𝑞 ≤ S   then 

12                       Add  𝑚th  request to set  S𝑠𝑖,𝑛𝑛 

13                  else 𝑛𝑛 = 𝑛𝑛 + 1, 𝑞 = 𝑞 + 1, 𝑓 = 𝑠𝑡𝑖𝑚𝑞 
14                      Add the 𝑞th request to set  S𝑠𝑖,𝑛𝑛 

15            end  

16      end  
17 end  
18 Return S 

 
 

Algorithm: - 2  Algorithm: - 3   

Input: - Available node information (current 

utilization of memory and CPU) 

Input: - Each layer nodes progressive queue, 

Classified set of fog requests subsets S 

  

Output: - Progressive queue of nodes on each 

layer-by-layer priority with available capacity of 

nodes 

Output: - Resource allocation to specific fog 

requests, resource utilization of  each layer 

  

Two main parameters are required to design a 

queue 

1. Current load on node 

2. Current performance of node 

L:- Load factor, Wt:- Weight factor, Qt:- 

Performance factor, Qt(avg):- Average of current 

response time 

Pt:- Progressive queue  

 

 

 

Step:-1 

• Calculate the load factor L for each layer 

node 

• L= Total resources of respective layer 

(e.g edge layer) – currently used resource  

Step:- 2 

• Calculate Qt of node  

• response time = finish time -arrival time 

+ transmission time 

• Qt = Qt(avg)   - Previously calculated Qt(avg) 

0. The request is a map with resources based 

upon the available resources in the resource 

pool 

1. for i = 0 to (E, f & C) 

2.         Calculate AW for an individual node on 

each layer 

          from Algorithm 2 

3. end 

4. E, f & C = arrange all the nodes in ascending 

order of AW 

5. for i=0 to E do 

6.  if (RRAM < Ei (Ava_RAM)   && RCapacity < Ei 

(Ava_Capacity)   && RCPU  < Ei (Ava_CPU)  ) then 

7.   Allocate Request to Ei       

8.   Edgecounter ++ 

9.                   Calculate resource utilization 

from Eq. 7 

10.   Break 

 end if 

11. end for 
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• Qt = Qt / (Qt(avg) ) * 100 // Qt in terms 

of % 

Step:-3 

• Calculate Wt 

• Wt = L – Qt 

• If Wt < 0 then Wt =0 

Step:-4 

• Now find out the minimum Wt from all 

existing nodes  

• Node with Wt=0 should not consider for 

in calculation 

• Min_Wt = min(all Wt) 

• Min_factor = Min_Wt 

Step:- 5 

• Pt = Wt / Min_factor 

Now design a progressive queue based on the 

value of Pt.    

12. Return Ei 

13. for i=0 to f do 

14.    if (RRAM < fi (Availble_RAM)   && RCapacity < fi 

(Ava_Capacity)  && RCPU  < fi (Ava_CPU) ) then 

15.          Allocate Request to fi 

16.  Fogcounter++ 

17.         Calculate resource utilization fromEq.7 

18.   Break 

19.        end if 

20. end for 

21. Return fi 

22. for i=0 to C do 

23.    if (RRAM < Ci (Availble_RAM)   && RCapacity < 

Ci (Ava_Capacity)  && RCPU  < Ci (Ava_CPU))         
then 

24.  Allocate Request to Ci 

25.  Cloudcounter++ 

26.       Calculate resource utilization from Eq. 7 

27.   Break 

28.  end if 

29. end for 

Return Ci 
 

 

 

5. Results and Discussion 
In this section, we have discussed the results and experimental setup. The cloud simulator ifogsim is used 

to carry out a result analysis of the whole proposed work with three distinct kinds of processing nodes. like 

edge, fog and cloud. To measure the efficiency of our proposed approach, we compare and analyzed it with 

existing resource allocation techniques such as FF, BF, FFD, BFD, and DRAM. 

 

5.1 Experimental Analysis 
The proposed LP-DRAM (hypothesis) approach was evaluated using the ifogsim simulator.  The results 

were evaluated for two different conditions namely with fix node type (DRAM) and without fix node type 

(LP-DRAM). The scenario was carried out for a different number of fog services data sets such as 500, 100, 

1500, and 2000 for an edge, fog and cloud computing nodes. The reference data set used for this experiment 

is shared & designed by Xu et al., 2018.  In existing data set is modified with two additional columns, 

Priority (Critical, Non-Critical) and Process Type. Fog services data set include information about Request no, 

Node Id, Start Time(ms), and Duration of execution (ms), Tables 3, 4, 5, 6, and 7 show the configuration 

settings for experimental analysis. 
 

Table 3. Configuration parameters for experiment. 

Configuration Parameters Value 

Date set of Fog Services {500,1000,1500,2000} 

Computing Node type {edge, fog, cloud} 

Number of computing node {11, 8, 5} 

Execution time for each service  [0.1, 5] 

Process type (resource requirement) 6 
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Table 4. Edge server configuration. 

ES 

ID 

Capacity 

(MB) 

RAM 

(MB) 

CPU 

(MHz) 

ES1 100 70 20 

ES2 190 115 50 

ES3 200 125 27 
ES4 240 140 50 

ES5 160 100 38 

ES6 290 135 67 
ES7 270 130 70 

ES8 160 120 68 

ES9 150 88 40 
ES10 280 148 55 

ES11 195 125 32 

 

 

Table 5. Fog server configuration. 

 

 

Table 6. Cloud server configuration. 

 

 

Table 7. Sample process set. 

 

5.2 Performance Evaluation 
The performance evaluation was done based on the number of resources utilized by the computing nodes in three 

different layers. The existing results with fixed nodes and the proposed LP-DRAM without fixed nodes are presented 

in Figures 3 and 4 respectively. 

 

Figure 3 represents the existing dynamic resource allocation method with fixed nodes. While in the 

proposed work, resource allocation without fixed nodes is represented in Figure 4. It can be inferred from 

FS_ID  Capacity (MB) RAM (MB) CPU (MHz) 

FS1  300 175 72 

FS2  490 155 83 

FS3  320 185 97 
FS4  384 200 70 

FS5  425 215 100 

FS6  450 170 115 
FS7  500 158 94 

FS8  550 225 120 

CS_ID Capacity (MB)  RAM (MB) CPU (MHz) 

  CS1 700  250 120 

CS2 850  380 135 

CS3 775  415 150 

CS4 915  315 210 

CS5 1000  512 200 

Process 

 

Process Size 

(PS) 

RAM  

(MB) 

CPU Usage  

(%) 

P1 50 30 20 

P2 43 27 18 

P3 32 18 15 

P4 26 15 13 

P5 14 10 11 

P6 12 9 8 
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Figure 4 that the number of resources allocated for edge computing nodes is greater than the intermediate 

(fog) and cloud computing nodes. This signifies that maximum requests are processed by the edge nodes 

and there is a less computational burden on the intermediate and cloud nodes. This improves the execution 

time significantly since the majority of the tasks are processed by the edge nodes themselves.  

 

Measurement of average resource consumption is shown in Figure 5 for different numbers of fog services 

using different resource allocation approaches such as FF, BF, FFD, BFD, and DRAM, by Xu et al., 2018 

and the proposed methodology. It is clearly identified that the proposed LP-DRAM has the highest average 

resource utilization compared to other paradigms irrespective of different datasets. 
 

 
 

Figure 3. Fog services count for three categories of processing devices with fixed nodes type for each fog service 

execution (existing work by Xu et al., 2018). 

 

 

 

 
 

Figure 4. Fog services count for three categories of processing devices without fixed nodes (Proposed). 
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As observed in Figure 5, the proposed approach can utilize fewer computing nodes compared to other 

approaches. When 1000 fog services are used, the suggested method achieves a resource utilization 

efficiency of 85.89 %, which is higher than the FF method. 

 

The suggested LP-DRAM is subjected to experimental assessment for several types of computing nodes as 

indicated in Figures (6,7,8,9) since the proposed technique assesses three categories of processing devices in 

the experimental analysis. The Figures (6, 7, 8, 9) are representing resource utilization for four different 

datasets which are having 500,1000,1500 and 2000 requests (fog services). 

 

 

 
 

Figure 5. Analysis of average consumption of resource by existing approach vs proposed technique 

along with diverse statistics and without fixed nodes. 
  

 
 

Figure 6. For 500 services of fog (dataset). 
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Figure 7. For 1000 services of fog (dataset). 

 

 

Figure 8. For 1500 services of fog (dataset). 

 

 

As observed from above Figures 6, 7, 8 & 9, There is the highest resource utilization at the nearest 

computing edge nodes than intermediate(fog) nodes and the lowest resource utilization at cloud nodes. For 

instance, in Figure 9 where fog services are 2000, there is 91% resource utilization at edge layers nodes 

which is directly connected with Figure 4 in which out of 2000 fog services 1066 are executed at the edge 

layer only. So if the number of executed fog services at a particular layer is high then resource utilization 

will also high. Similar behaviour has been observed in other datasets as well. 
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Figure 9. For 2000 services of fog (dataset). 

 

 

6. Conclusion 
The proposed research aims to achieve effective resource utilization by establishing a proper load balancing 

between the computing nodes. The study proposes a layer priority-based dynamic resource allocation 

method known as LP-DRAM for achieving optimal resource allocation among different nodes such as edge 

computing nodes, fog commuting nodes and cloud computing nodes. One of the novelties of the proposed 

approach is that the study does not consider any fixed node types unlike other existing resource allocation 

approaches and the proposed work also employs adaptive weight without fixed node and location for 

finding available resources for the computing nodes. The performance of the proposed approach was tested 

with existing methodologies such as First Fit (FF), Best Fit (BF), First Fit Decreasing (FFD), Best Fit 

Decreasing (BFD), and DRAM techniques with a different set of fog services such as 500, 1000, 1500, and 

2000. In comparison to fixed node strategies, the results of the experimental research reveal that the 

proposed strategy archives superior performance in terms of effective resource utilization (without having 

fixed nodes). The proposed approach surpasses earlier strategies in terms of resource allocation at the edge 

computing layer, especially when the number of fog services reaches 500. 

 

This work addresses the best capacity planning in a fog computing environment with improved execution 

time and reduced computational burden. However, the study does not address the issue of cost optimization 

during resource allocation. Hence the study intends to perform cost optimization of the resource allocation 

and also consider the location of the fog nodes along with layer priority during resource allocation in this 

hybrid cloud, fog and edge architecture with real time data as a part of future work. 
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