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Abstract  

Transformer-based embedding models are widely used for similarity search as they are reliable and efficient for capturing semantic 

similarity. This study uses all-MiniLM-L6-v2, paraphrase-MiniLM-L6-v2 and all-distilroberta-v1 transformer-based embedding 

models to find the similarity search for Wikipedia documents. All three transformer models are ensembled for enhanced semantic 

search, and Principal Component Analysis (PCA) is applied to ensure smooth assembly of a different dimensionality model. To 

understand the strength of the proposed transformer models, 2,000 Wikipedia documents were arbitrarily selected and converted 

into vectors before storing them in MongoDB. The ground truth of the proposed transformer-based models was examined using 

996 TREC questions. The all-MiniLM-L6-v2 and paraphrase-MiniLM-L6-v2 consume less memory than all-distilroberta-v1 

model. However, the ensemble process abruptly increased the memory usage to 924.79 MB, higher than individual models. 

Following that, the average execution time for each query increased to 0.1031 seconds. Beneficially, the ensemble+PCA attained 

higher precision@10 and recall, resulting in a higher F1 score with an average of 0.5094. The error analysis method indicates that 

the ensemble+PCA approach significantly improved the semantic search with a higher relevant rate to the raised query. 

Furthermore, ensemble-based PCA methods are recommended for large dataset handling and are suitable for real-time applications. 

 

Keywords- Sentence transformer, Vector search, NoSQL Databases, Ensemble with PCA, Semantic search. 

 

 

 

1. Introduction  
In the 21st Century’s Digital Age, internet usage has become essential for day-to-day life, from education 

to scientific development, job to business development, entertainment to life-saving events, and other 

purposes. There are several search engines in practice, but retrieving direct results is not applicable unless 

required to process a large set of search results to obtain accurate results. Conventional search engines 

process queries and find information through keyword-based retrieval. This method has to process a large 

set of datasets and is reliable for general searchings. Named entity recognition with WordNet was combined 

with the traditional search methods to improve the keyword-based search method. Furthermore, it expanded 

the search queries using query-oriented spreading activation. Though lexical knowledge improved, 

structured ontology and meaning expansion failed with scalability, limited generalisation, and slower query 

execution time (Ngo et al., 2010). Further, Named Entities (NEs), WordNet words (WWs), and latent 

concept discovery were introduced with the traditional keyword-based searching model to improve the 

semantic similarity. However, predefined ontologies struggled to scale, and the word sense disambiguation 

method failed to perform effectively for real-time applications (Ngo & Cao, 2018). 

 

The traditional keyword-based information retrieval was time-consuming, lacking scalability and limited 

generalisation. When searching for information from a limited and structured dataset like Wikipedia, 

encyclopedia, and other databases, conventional search engines were ineffective in retrieving the results 

with higher accuracy (Chen et al., 2011; Pawar et al., 2016). In the last two decades, advancements in 

information retrieval models have led to the development of several approaches for structured datasets, with 

vector search-based datasets gaining popularity (Abualigah & Hanandeh, 2015; Gysel et al., 2018). A GPU-

accelerated similarity search model is developed to perform with the high dimensional indexes. Integrating 

product quantisation and the GPU-optimized K selection algorithm improves k-nearest neighbor search 

operations. The developed model significantly improved the similarity search compared to other GPU 

models and achieved 8.5 times faster searching, such as processing 95 million images over 35 minutes and 

one billion vectors within 12 hours. However, it occupies a more significant memory for processing, a 

reliable model for large-scale dataset processing with a recall@1 of 0.4517 (Johnson et al., 2019). A 

semantic image retrieval based on the user's interest selection and assigned different weights to the images 

using interest-weighted summation (IWS) and interest-weighting (IW) methods are developed. The support 

vector machine sorts the photos by mapping their vector dimensions. Notably, the support vector machine 

transforms the images into higher dimensionality vectors and aligns linearly. The support vector machine 

independently lacks accuracy with an average of 0.78, whereas incorporating IWS with the support vector 

machine significantly increased the accuracy with an average of 0.85. However, IW attained lower accuracy 
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than IWS and the support vector machine. The IW method assigns lower weights for more minor features 

due to higher grid segmentation and sensitivity to over-segmentation, resulting in lower accuracy than IWS. 

The image-related retrieval models were not required to use the SQL platform as it was complicated to 

handle high-dimensional vector data. Further in their study, NoSQL-based vector search models are 

reviewed to assess the importance of similarity findings for higher vector dimensionality. NoSQL databases 

offer greater scalability, flexibility, and optimised indexing compared to SQL databases (Hu et al., 2022). 

 

In recent years, vector search models have gained popularity due to their ability to handle high-dimensional 

vector data and their effectiveness in real-time applications such as similarity search, AI-driven tasks, and 

chatbots. The system transformed images, texts, and audio into a numerical structure and stored them in a 

database for query retrieval. Vector database management systems widely handle high-dimensional vector 

data for fast retrieval and similarity search. The system stores the transformed numerical data in a NoSQL 

database using unique indexing methods while arranging the vector data in an accessible sequence. The 

required information was retrieved using a cosine similarity and Euclidean distance. The faster response to 

query retrieval was the activation of fast nearest-neighbour searches. Additionally, vector databases are 

more effective for transforming, storing, and retrieving information from unstructured data (Taipalus, 

2024).  

 

NoSQL platform for independent query searching, transforming natural language into structured queries. 

They also designed intelligent search engines to process queries and segment them into seven major 

categories. The query autocompletion model uses term frequency-inverse document frequency (TF-IDF) 

suggestions to provide query autosuggestions. Then, text classification models were used to identify and 

classify the queries. Named entity recognition and entity mapping models were used to assemble the queries 

before the query generation model. During this process, the system transforms natural language queries into 

structured database queries and optimises them for auto-completion based on previous user queries. If the 

present query model fails to retrieve the information, the system automatically recommends an alternative 

model, resulting in the intelligent search engine achieving a higher accuracy of 93.6%, which surpasses 

other models (Kaur et al., 2024).  

 

The system transforms a natural language query (NLQ) into a NoSQL query and employs Bidirectional 

Encoder Representations from Transformers (BERT) to interpret the natural language. It processes the 

NLQ, converts it into a structured NoSQL query, and utilises BERT to enhance natural language 

understanding. Deep learning techniques classify the databases, and the Levenshtein Distance Algorithm 

ensures the readiness of the queries. The NLP, BERT and query optimisation tools significantly improved 

the model’s performance. The queries are preprocessed and attempted to find the difference between the 

NLQ and structured NoSQL queries. The training and proposed model accuracies were nearly similar, with 

an error rate of 11.24% (Hossen et al., 2023). The text to the ESQ transformation model is used to find 

vaccine adverse events from NoSQL databases. This study proposes a two-stage controllable model. The 

first module executes question-to-question transformation using BART, preprocessing the question into a 

reliable and standardised pattern to extract accurate information from NoSQL databases. Secondly, the 

Elasticsearch Query Condition Extraction (ECE), a combination of DistilBERT and BiLSTM models, was 

used to extract the key information value from the queries. It marks the findings into the ECE module, 

resulting in higher accuracy with a difference of 28.9 % as compared to the baseline model of Seq2Seq 

(Zhang et al., 2023).  

 

The above literature and Table 1 show that several techniques are in practice for finding semantic similarity 

using SQL and NoSQL. Most studies have failed to compare transformer-based embeddings in retrieving 

information and lack an approach to ensembling the models. Vector search methods have gained popularity 
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due to their contextual similarity match, which is lacking in conventional methods and mainly relies on 

keyword matching. However, the higher dimensionality of the vector data increases the query execution 

time and creates complexity in finding a similarity with large databases. On the other hand, limited 

explorations are observed on MiniLM-based models for text-to-vector transformation and query retrieval 

functions using MongoDB. Reportedly, computational efficiency and information retrieval from different 

queries are not examined statistically. Considering these research gaps, in this study, we have performed 

information retrieval from the large datasets of 2000 Wikipedia JSON files for 996 TREC questions. Each 

JSON file is converted into vector data using three large language models (LLM): all-MiniLM-L6-v2, 

paraphrase-MiniLM-L6-v2, and all-distilroberta-v1. The all-MiniLM-L6-v2 model is lightweight, has 

higher performance over a competitive operation, has fine-tuning capability, and has cosine similarity that 

favours improving the system’s efficiency. Though the paraphrase-MiniLM-L6-v2 model performs on the 

MiniLM architecture, the paraphrasing capability is well suited for sentence matching and improved 

semantic similarity search for higher accuracy and faster operation. The all-distilroberta-v1 model performs 

under the RoBERTa Architecture, which differs from the MiniLM architecture. It performs effectively in 

language understanding and has larger embedding power than other models. Furthermore, to improve the 

accuracy of the retrieval process, all three models are ensembled, and PCA is applied to reduce the higher 

vector dimensions before storing them in MongoDB. The converted vector dimensions are presented in the 

histogram view to understand the vector dimensions distribution, central tendency, skewness, and data 

spread. A scatter plot analyses a high F1 score-TREC question from each LLM and ensemble model for an 

insightful view of the vector dimensions spread. Further, the performance metrics analysis, which includes 

Precision@10, Recall, MRR, F1 score, AET, and MU, is performed for 996 TREC questions to find the 

efficiency of the proposed LLM and ensemble models.  

 
Table 1. Recent studies of text and image transformation to vector and comparative discussion with the proposed 

LLM. 
 

Transformation Database  Model / algorithm Vector 

dimension/ 

feature size 

Limitations compared to the proposed LLM References 

Image + text Image dataset 
(SIMAT) 

CLIP, FastText, 
LASER, and 

LaBSE 

embeddings with 
delta-vector 

transformation 

Image: 512-
D 

Poor delta-vector transformation, highly 
sensitive for tuning, ineffective for cross-modal 

transfer, and limited feasibility for word-level 

examination. 
Less optimised for dense textual information 

retrieval and failed to reduce the dimensionality. 

Couairon et 
al. (2022) 

Text TREC dataset Neural Vector 

Space Model 
(NVSM), Latent 

Semantic Indexing 

(LSI), Deep 
learning-based IR 

Document 

vectors: 64, 
128, and 

256-D, and 

word 
vectors: 

300-D 

It requires high storage capacity, is unsuitable 

for retrieval operations, is inefficient for 
weighing the performance metrics score, and has 

poor scalability. 

Unsupervised retrieval is ineffective for 
complex queries and is less robust due to the 

lack of an ensemble approach. 

Gysel et al. 

(2018) 

Text Traditional 

text-based 
weighing 

Probabilistic 

Latent Semantic 
Indexing (PLSI), 

Neural IR models 

TF-IDF 

weights 

Requires higher tuning, not effective for short 

queries and inaccuracy in information retrieval. 
Ineffective for semantic understanding and 

complex queries.  

Anh & 

Moffat 
(2002) 

Text TREC/AP88-
99 dataset 

Word2Vec, 
GloVe, SBERT, 

Factor analysis, 

PCA 

Word2Vec 
and GloVe: 

300-D 

 Sentence-
BERT: 768-

D 

An effective semantic search requires higher 
training. Lack of correlation, purely based on 

variance and complexity in operation. 

Static embeddings are less effective than 
contextual models. 

Brundha & 
Meera 

(2022) 
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Table 1 continued… 
 

Text + image Multimodal 

datasets 

ComposeAE 

(Autoencoder-

based), Deep 
metric learning, 

ResNet-17 for 

images, BERT for 
text 

Image: 512-

D, Text: 

768-D 

High tuning is required to perform longer 

queries. Complex in operation, not suitable for a 

real-time application. 
Higher dimensionality and focused on image 

retrieval. Text retrieval is ineffective. 

Anwaar et al. 

(2021) 

Text + 

knowledge graph 

Graph 

databases 

BERT, GPT-based 

rewriting, 

Knowledge graph 
embeddings 

BERT: 768-

D 

Less accuracy, suitable for task-oriented 

operation, cost ineffective, unsuitable for 

retrieving the information, particularly for 
question-answer operation, and incapable of in-

depth semantic search. 

The knowledge graph structure limits general 
document retrieval capabilities. 

Wu et al. 

(2023) 

Text FAISS, 

approximate 
nearest 

neighbour 

search  

Bi-encoder 

(DSSM, BERT, 
RoBERTa, 

ERNIE), T5-based 

encoder-decoder, 
Poly-encoder, 

ColBERT 

BERT: 768-

D 

High computational time consumes higher 

memory usage, and fine-tuning is required for 
moderate semantic search capability. 

Higher dimensionality and complexity for real-

time applications. 

Zhao et al. 

(2024) 

Text Traditional 

document 
retrieval 

TTRM (Target-

oriented 
transformation 

networks), 

BiLSTM, CNN, 
Word2Vec, 

Context-

Conserving 
Transformation 

(CCT) 

Word2Vec: 

300-D 

Complex layer stacking is highly sensitive, and 

source data highly correlates with performance. 
Slower transformation process and no 

dimensionality reduction.  

Wang et al. 

(2020) 

Text  - Vector Space 

Model (VSM) and 
Latent Semantic 

Indexing (LSI) 

300-D Lack of automation, moderate effectiveness for 

transformation-based query processing and 
regular supervision are required. 

Older vector-based methods are ineffective for 

semantic understanding 

Dietrich et al. 

(2013) 

Text  Dense vector 

retrieval  

GPT-based 

embeddings 

- Complex architecture requires more resources 

for information retrieval, is weak in context and 

has low precision because of noise. 
Lack of multiple embedding models and 

scalability tests for large datasets. 

Yang et al. 

(2024) 

Text Embedding 

vulnerabilities 
and retrieval 

security 

GTR-base and 

openAI text-
embeddings-ada-

002 

768-D and 

256-D 

Security threats are high and hackable, complex 

in reconstruction, and safe quantization of vector 
information was poorly handled. 

Ineffective optimising retrieval performance. 

Zhuang et al. 

(2024) 

Text Vector 

database 

LLM and event 

extraction  

Sentence 

embedding 
models 

It requires several steps of LLM preprocessing, 

high computational time, and merging of 
information retrieval, which is ineffective and 

lacks coherent text-blocking features. 
Lack of multiple retrieval models and reliance 

on single-sentence embedding models. 

Tan et al. 

(2024) 

Text Wikipedia-

based retrieval 
and vector 

database 

Wikipedia-based 

retrieval 
augmentation, 

likely integrating a 

BERT-based 
transformer. 

- It follows several procedures, including external 

retrieval and reformulation, with a higher 
possibility of overlapping the information, 

keyword-based operation, and unpredictable 

performance due to irrelevant context handling. 
High storage requirements reduce efficiency. 

Abdullahi et 

al. (2024) 

Text  SQL storage Word2Vec, GloVe, 

and pseudo-query 

vector estimation 

Word2Vec 

and GloVe: 

50, 100, 200 
and 300-D 

Ineffective for context-based information 

retrieval, requires strong queries to attain higher 

precision, queries dependent, highly sensitive to 
initiate the process and not robust in operation. 

Lack of real-world retrieval evaluation. 

Zamani & 

Croft (2016) 
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Table 1 continued… 
 

Image Precomputed 

image vectors 

Graph-based ANN 

indexes 

96-D, 128-

D, 200-D, 

256-D, 960-
D 

Suitable for small and medium data processing, 

as it consumes higher memory usage. Complex 

to scale, ineffective recall and high cost for 
operation. 

Lack of semantic interpretation. 

Azizi et al. 

(2025) 

Text + image LAION-5B Inverted file with 

flat vectors 

778-D Slower access requires several filtering and 

preprocessing methods: high memory usage and 
cost-effectiveness. 

Lack of fast information retrieval. 

Emanuilov & 

Dimov 
(2024) 

Text + image Metadata, 
SQL and 

tabular data 

Chroma vector 
index and GTR 

embedding model 

768-D High dimensional and lacking in schema 
matching. A larger architect requires several 

resources and it is expensive. The complex is in 

operation due to the addition of the pipeline. 
Limitations of language and fine-tuning. 

Ghali et al. 
(2025) 

Text Vector 

database 

OpenAI, LLM and 

GPT4ALL 

1536-D Prompt tuning requires each query, which is 

inefficient for information retrieval on static 

data, and the operation and maintenance costs 
are comparatively higher. 

Due to real-time implementation issues, 

multimodal support has failed. 

Pokhrel et al. 

(2025) 

Text IMAC-Mind: 
4 large 

datasets368-D 

an 

SBERT and ADA 
algorithms 

384-D and 
1536-D 

Requires tuning cosine similarity thresholds. 
Human interaction-based semantic search 

complications. 

Gottfried et 
al. (2025) 

Text TREC-996 

Question and 

NoSQL 

all-MiniLM-L6-v2, 

paraphrase-

MiniLM-L6-v2, 
all-distilroberta-v1 

and ensemble 

model + PCA 

model 

384, 384, 

768 and 

384-D 

all-MiniLM-L6-v2: Efficient, fast, and effective 

for short text retrieval. 

paraphrase-MiniLM-L6-v2: Reduced query 
execution time with less storage requirement. 

Fine-tuning paraphrasing captures the nuance of 

semantic similarity.  

all-distilroberta-v1: A similarity screening 

process through a vast and complex architecture. 

Ensemble model + PCA: A unified model 
combines features from all transformer-based 

embedding models. The PCA approach reduces 

dimensions and enhances higher semantic 
similarity detection. 

Present study 

 

 

2. Transformer-Based Embedding Generation 
Transformer-based embedding generation models were widely used to handle large and diverse datasets; 

through the sentence transformer library, they embed high-quality sentences and efficient models for 

retrieving information and checking semantic similarity. 

 

2.1 All-MiniLM-L6-v2 
The all-MiniLM-L6-v2 was a high-quality sentence embedding model mostly used for text-to-vector 

transformation. Initially, input texts were tokenised and processed for embedding to obtain efficient 

semantic similarity. The embedding process is performed through fewer transformation layers and matches 

the contextual differences between the tokens within the input text. Fewer transformer layers and fixed 

smaller embedding dimensions enhance computational efficiency, making the model suitable for real-time 

applications. 

 

2.2 Paraphrase-MiniLM-L6-v2 
The all-MiniLM-L6-v2 and paraphrase-MiniLM-L6-v2 models perform similarly since both belong to the 

transformer-based embedding platform and MiniLM architecture, specifically designed with lightweight 

transformer structures. However, the paraphrase-MiniLM-L6-v2 model contains paraphrase detection, 
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which favours eliminating the duplicate results and minor matches with the questions, whereas the all-

MiniLM-L6-v2 model lacks fine-tuned paraphrase mining and finds the similarity through extensive 

document processing.  

 

2.3 All-distilroberta-v1 
The all-distrilroberta-v1 model differs in architecture from all-MiniLM-L6-v2 and paraphrase-MiniLM-

L6-v2 but performs similar operations as they are all sentence transformers. Its deeper architectural 

structure enables similarity searches through a vast and complex contextual screening method. A complex 

contextual screening process increases the similarity searching times and requires high storage compared 

to the other two models. On the other hand, the larger architectural structure of the all-distrilroberta-v1 

model requires higher computational resources to embed the data, which makes this model unsuitable for 

faster applications.  

 

2.4 Ensemble + PCA Approach 
To enhance embedding quality and address the limitations of the all-MiniLM-L6-v2, paraphrase-MiniLM-

L6-v2 and all-distrilroberta-v1 models, this study implements an ensemble approach that combines the 

strengths of multiple sentence transformer models. The ensemble methods improve performance in various 

domains, including text-based tasks, by integrating diverse model outputs to enhance feature representation. 

However, all-MiniLM-L6-v2 and paraphrase-MiniLM-L6-v2 models’ vector dimensions differ from all-

distrilroberta-v1 models. Further, to improve the model diversity, PCA is applied to reduce the vector 

dimensions of the all-distilroberta-v1 model that contains 768-D, whereas the other two models have 384-

D. To improve the performance of the vector search model and Ensemble of the three models, the vector 

dimensions of the all-distilroberta-v1 model are reduced by 50% and preserved about 90% of the variance. 

Though the principal components of all-distilroberta-v1 were reduced to 384, ensembling weight is 

effectively balanced with all the other models and aligned with a higher information retrieval rate. It 

provides a complementary strength by achieving efficient processing, in-depth paraphrasing locator, and 

precise understanding of the queries. The error corrections through ensembling increase document match 

with TREC queries and reduce over-fittings. The combination of features from all models significantly 

reduces dimensionality through PCA and enhances efficiency with faster computation.  

 

2.5 Performance of Transformer-Based Embedding Model 
This study uses vector search embedding models to analyse 996 TREC questions (provided in the 

supplementary section) and search for the similarity index in 2000 Wikipedia open sources. At first, a 

random 2000 Wikipedia documents are extracted in the JSON format and transformed into vector data 

using four different embedding models, namely, all-MiniLM-L6-v2, paraphrase-MiniLM-L6-v2, all-

distilroberta-v1 and Ensemble Model with PCA. The reason for selecting random Wikipedia documents 

and TREC questions is to understand the robustness and stability of the proposed models. Under certain 

conditions, domain-oriented and custom selection could lead to higher F1 scores due to the preselection 

process. Random and diverse datasets are used to maintain the stability of the semantic search process. 

Considering the optimised cost operation, a lightweight LLM has been chosen to efficiently retrieve the 

response for raised queries with minimal hardware requirements, execution time, and computational load. 

Secondly, PCA minimises the vector dimensions, embedding sizes, and storage requirements. Data 

curation, tunning and customised preprocessing are minimised, making the proposed methods cost-

effective and suitable for real-time applications. Figure 1 shows a schematic view of the developed 

embedding model's similarity search in the vector search process. A custom Python script reads and parses 

the JSON files while embedding models convert the Wikipedia text (JSON files) into vector data. Further, 

the vector data are stored in MongoDB. Stored vector data contains the label of the JSON file for efficient 

similarity search, such as “title, id, URL, text”. This structured format facilitates efficient data storage, 
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retrieval, and subsequent vectorisation, creating a robust foundation for advanced semantic search and 

analysis. Each TREC question was further expanded into five sub-questions, as shown in Figure 2, to find 

the similarity search in MongoDB. It favours evaluating the ground truth and performance of the four 

mentioned embedding models and the semantic search framework. These sub-questions are carefully linked 

to their corresponding main questions, enabling the development of a comprehensive ground truth 

evaluation. During this process, text-to-vector dimensions of 996 TREC questions for all models were 

analysed using histogram view as it can visualise the frequency of vector dimensions distribution across 

the TREC questions. Then, the system selects high F1-score TREC questions from each model and 

compares them with other models to analyse the relationship between dimension index and embedding 

values. Following that, performance analysis metrics, including Precision@10, Recall, F1-score, and Mean 

Reciprocal Rank (MRR) are used to evaluate the effectiveness of the transformer-based embedding model. 

 

 
 

Figure 1. A schematic view of embedding models survivability architecture. 

 

 

 
 

Figure 2. An expansion of a TREC question into five sub-questions. 

 



Butploy et al.: Multi-Transformer-Based Ensemble Embedding Model for Enhanced Vector … 
 

 

1868 | Vol. 10, No. 6, 2025 

2.5.1 Precision@10 
Precision@10 is an evaluation metric for the raised TREC query, which is the ratio of the documents that 

have the top ten high similarities to the total number of retrieved documents as expressed in Equation (1). 

The precision@10 evaluation metric is used based on the real-time search engine models such as the top 

ten relevant information for the query search. Similarly, in this study, precision@10 was adopted to measure 

the weight of the query’s accuracy. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@10 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
                                                                         (1) 

 

2.5.2 Recall 
Recall evaluates completeness and balances precision in retrieval systems, ensuring efficient information 

retrieval without eliminating critical data. It is the ratio of relevant documents found in the retrieved 

documents to the number of relevant documents available in the dataset, as expressed in Equation (2).  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝐺𝑟𝑜𝑢𝑛𝑑 𝑇𝑟𝑢𝑡ℎ
                                                                      (2) 

 

2.5.3 F1 Score 
The F1 score is the primary parameter in measuring the performance metrics that balance precision and 

recall. A single metrics result concludes the efficiency of the retrieval information with a combined process 

of precision and recall as expressed in Equation (3). The F1 score depicts the balanced precision and recall, 

imbalanced data effectively handled, and the information is retrieved effectively. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                                                                                  (3) 

 

2.5.4 Mean Reciprocal Rank 
The mean reciprocal rank (MRR) measures the effectiveness of the ranking system as expressed in Equation 

(4). The MRR catches the first relevant results retrieved and ranks the process, and it applies to real-time 

query information retrieval. 

𝑀𝑅𝑅 =
1

𝑁
∑

1

𝑅𝑎𝑛𝑘𝑖

𝑁
𝑖=1                                                                                                                                    (4) 

 

3. Results and Discussion  

3.1 Text to Vector Transformation 
The system uses the transformer-based embedding model to convert 2000 JSON files into vector data. The 

total count of the vector dimensions was directly proportional to the embedding dimensions of the 

transformer-based embedding model. For example, the all-MiniLM-L6-v2 and paraphrase-MiniLM-L6-v2 

models contain 382464 counts, as their embedding dimensions are 384, as shown in Figures 3(a) and 3(b). 

However, the all-distilroberta-v1 model attained 764928 counts, two times higher than the other two 

transformer-based embedding models, as shown in Figure 3(c). The mean values of the embedding vectors 

for all the transformer-based embedding models are around zero, which indicates that the obtained text-to-

vector transformation was efficient. However, the Ensemble + PCA model shows a slight variation due to 

dimensionality reduction. Combining the three transformer-based embedding models increased the 

embedding weights, resulting in positive vector dimensions and higher variance in amplifying the 

dimensions, as shown in Figure 3(d). Secondly, the highest and lowest data spreads were observed for 

paraphrase-MiniLM-L6-v2 and all-distilroberta-v1 models with a deviation of 0.357 and 0.036, 

respectively, as listed in Table 2. The fine-tuning and capturing of a semantic similarity over a more 

extensive document/sentence causes an increase in the variance over vector dimensions for the paraphrase-

MiniLM-L6-v2 model. However, the all-distilroberta-v1 model embeds the cluster around the mean and 

attains less variance, with a minimum and maximum vector dimension of -0.18 and 0.20, respectively. The 
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all-MiniLM-L6-v2 model skewness was -0.0083, which represents a nearly symmetric model. The values 

are moderately above the mean value, resulting in a slightly left skew. The paraphrase-MiniLM-L6-v2 

model also attained a slightly left skew with a range of -0.0117. The all-distilroberta-v1 model attained a 

slightly right skew, which differs from the other two models but is nearly symmetrical. When combining 

all three transformer-based embedding models, skewness becomes asymmetric due to low kurtosis. During 

the dimensionality reduction, the stretched values are positive. Notably, they had nearly normal kurtosis 

and recorded the highest kurtosis for paraphrase-MiniLM-L6-v2 and all-distilroberta-v1 models. The 

lowest was for the Ensemble + PCA due to flatter distribution/limited outliers. The Ensemble model with 

PCA combines various tasks to refine the error and noise during the transformation process.  

 

 
 

Figure 3. Histogram view of vector dimension for (a) all-MiniLM-L6-v2 model, (b) paraphrase-MiniLM-L6-v2, (c) 

all-distilroberta-v1 and (d) ensemble model with PCA. 

 

 

 

Table 2. Transformer-based embedding models statistical analysis for 2000 Wikipedia documents vector dimension. 
 

Model Count Mean SD Min Max 25% 50% 75% Skewness Kurtosis 

all-MiniLM 382464 0.00022 0.051 -0.277 0.263 -0.034 0.0025 0.034 -0.008 0.074 

Paraphrase-MiniLM 382464 0.00184 0.357 -1.811 1.891 -0.234 0.0017 0.238 -0.012 0.202 

All-distilroberta 764928 0.00034 0.036 -0.181 0.203 -0.023 0.0002 0.024 0.0146 0.238 

Ensemble model with PCA 382464 0.00676 0.192 -0.852 0.942 -0.124 0.0048 0.136 0.057 0.031 

 

 



Butploy et al.: Multi-Transformer-Based Ensemble Embedding Model for Enhanced Vector … 
 

 

1870 | Vol. 10, No. 6, 2025 

3.2 Vector Dimension Distribution  
High F1 score TREC questions are selected from each model and compared to others to understand the 

vector dimension distributions, as listed in Table 3. As mentioned, each transformer-based embedding 

model performs a unique semantic similarity search. For example, the TREC question "What is the 

wingspan of a condor?" scored a higher F1 score of 0.7 for an all-MiniLM-L6-v2 and paraphrase-MiniLM-

L6-v2 model. Notably, the all-distilroberta-v1 model scored 0.3, which is lower than the other two models. 

However, combining all three models and applying PCA favours achieving a higher F1 score of 1, as listed 

in Table 3. Due to broader document screening, all-distilroberta-v1 model vector dimension ranges are 

scattered wider, as shown in Figure 4(a). Higher variance in vector dimensions can include an irrelevant 

task while searching for semantic similarity. The vector dimensions are less aligned with the raised query 

and attained a lower F1 score. Using PCA, the Ensemble model removes the noise by combining moderate 

and highly scattered vector dimensions. When a query is raised, this emphasizes essential tasks, aligning 

vector dimensions into a narrow, more compressed platform. Furthermore, the system efficiently matches 

the raised queries to achieve a high F1 score.  

 

Though the all-MiniLM-L6-v2 and paraphrase-MiniLM-L6-v2 models perform similarly, the question 

"What are the different approaches of systems analysis?" indicates that embedding the values from text-

vector and vector-text transformations are truly independent for both models. An all-MiniLM-L6-v2 model 

attained a lower F1 score of 0.2, which shows clustered vector dimension embeddings around the zero. Due 

to this narrow and compact embedding formation, the all-MiniLM-L6-v2 model failed to capture the 

similarity. A paraphrase-MiniLM-L6-v2 model exhibits a wider vector dimension, and the embedding 

values are scattered around 0.5, as shown in Figure 4(b). They can capture higher nuanced semantic 

features than the all-MiniLM-L6-v2 model. When embedding values spread widely around the central 

mean, the system accelerates semantic features to enhance similarity matching. As mentioned earlier, all-

MiniLM-L6-v2 and paraphrase-MiniLM-L6-v2 model operates in a similar transformation platform, but 

the fine-tuning ability in the paraphrase-MiniLM-L6-v2 model favours identifying the similarities over an 

extensive document processing as compared to the all-MiniLM-L6-v2 model. PCA-based ensemble model 

enlarges the vector dimensions from all-MiniLM-L6-v2 and all-distilroberta-v1 models into a wide scatter. 

However, combining a high F1 score of the paraphrase-MiniLM-L6-v2 model makes the process more 

manageable than the previous TREC questions because the F1 score is already 1 for a paraphrase-MiniLM-

L6-v2 model. Overall, the paraphrase-MiniLM-L6-v2 model gained a higher F1 score than the others. 

Comparatively, all-distilroberta-v1 models gained lower F1 scores.  

 
Table 3. High F1 score TREC questions for all transformer-based embedding models with ensemble model. 

 

TREC question F1 score 

all-MiniLM-

L6-v2 

paraphrase-

MiniLM-L6-v2 

all-distilroberta-

v1 

Ensemble model 

with PCA 

What is the wingspan of a condor? 0.7 0.7 0.3 1.0 

What are the different approaches of systems analysis? 0.2 1 0.2 1.0 

What's the sacred river of India? 0.23 0.7 0.47 0.82 

How many community chest cards are there in Monopoly? 0.3 0.7 0.2 1.0 

 

 

The all-distilroberta-v1 model attained the highest F1 score of 0.47 for the question, "What's the sacred 

river of India?". Notably, the all-MiniLM-L6-v2 model achieved a 0.23 F1 score, lower than the other two 

models and comparatively 0.24 and 0.47 lower than all-distilroberta-v1 and paraphrase-MiniLM-L6-v2 

model. In this case, the paraphrase-MiniLM-L6-v2 model also gained a higher F1 score. The wide variation 

in the F1 score for all-distilroberta-v1 and all-MiniLM-L6-v2 models makes the ensemble model achieve a 

lower F1 score of 0.82, lower than the above-mentioned two TREC questions, as shown in Figure 4(c). 
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The paraphrase-MiniLM-L6-v2 model gained a wider vector dimension, while the other two models 

attained narrow dimensions for the question, "How many Community Chest cards are there in Monopoly?" 

which exhibits a similar pattern as shown in Figure 4(d). However, ensembling all three models favours 

attaining a high F1 score of 1. Overall, 9.43% of queries gained an F1 score of 1 out of 996 TREC questions 

using an ensemble model, whereas zero queries achieved an F1 score of 1 for all-distilroberta-v1 and all-

MiniLM-L6-v2 models, and two queries achieved F1 score of 1 for the paraphrase-MiniLM-L6-v2 model.  

 

 
 

Figure 4. A scatter plot for high F1 score TREC question (a) all-MiniLM-L6-v2 model, (b) paraphrase-MiniLM-L6-

v2, (c) all-distilroberta-v1 and (d) Ensemble Model + PCA. 

 

 

3.3 Text-to-Vector Embedding Generation Process 
The system stores the transformed text as vector indexes in a NoSQL database such as MongoDB. This 

approach enhances flexibility in storing vector data and document titles, URLs, and other descriptions 

necessary for semantic similarity search. MongoDB has a built-in vector search capability, including cosine 

similarity search with the stored vector data. Secondly, it is an efficient technique for sorting and filtering 

the metadata by searching the nearest neighbour search scheme. This study transforms 2000 JSON files 

into vector data and stores them in MongoDB. The all-distilroberta-v1 model gained a higher storage 

capacity of 38.5 MB due to increased embedding dimensions 768, as listed in Table 4. The paraphrase-

MiniLM-L6-v2 model used the lowest storage capacity of 36.47 MB as this model contains high-magnitude 

components that favour serialising the vector data in MongoDB. The primary process of fine-tuning tasks 
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minimises the vector data repetitions and increases semantic density. When all three transformer-based 

embedding models are combined, storage capacity remains closer. Though all-distilroberta-v1 model vector 

dimensions are 768, ensembling the models with PCA compressed the dimensions into 384. It favours 

maintaining the storage capacity closer to all-MiniLM-L6-v2 and paraphrase-MiniLM-L6-v2 models. This 

reduced storage capacity of an ensemble model proves that the noises are effectively eliminated and 

compact in searching for semantic similarity. 

 
Table 4. Text-to-vector transformation for transformer-based embedding models embedding dimensions and 

MongoDB storage capacity. 
 

Model Total documents processed Embedding dimension MongoDB storage capacity (MB) 

all-MiniLM-L6-v2 2000 384 38.06 

paraphrase-MiniLM-L6-v2 2000 384 36.47 

all-distilroberta-v1 2000 768 38.5 

Ensemble Model + PCA 2000 384 40.68 

 

 

3.4 Semantic Similarity Analysis  
The all-MiniLM-L6-v2 model gained a semantic similarity score between 0.56 and 0.78, and the TREC 

question frequency is plotted against the similarity score, as shown in Figure 5(a). The peak similarity 

scores lie within the range of 0.62 and 0.68. The analysis shows that over 250 TREC questions attained a 

peak semantic similarity score, and over 600 questions achieved a similarity score higher than 0.60. It 

demonstrates that the all-MiniLM-L6-v2 model avoids overconfidence in assigning similarity matches. The 

mean and median values are 0.6363 and 0.6356, which reflects that the model is symmetrical. The histogram 

view reflects that the semantic similarity scores are slightly rightward-tailed with no strong skewness. 

Beneficially, a 384 vector dimension does not affect the searching fluctuation and is less sensitive to minor 

word changes. On the other hand, the cosine similarity function makes the semantic similarity into a dense 

structure. However, only three TREC questions have gained scores above 0.75, which concludes that the 

all-MiniLM-L6-v2 model gained second rank in the three transformer-based embedding models. Similarly, 

the mean and median values of the paraphrase-MiniLM-L6-v2 model scored 0.6734 and 0.6746, 

respectively. For the 996 TREC questions, semantic similarity scores attained a 0.0332 standard deviation. 

Comparatively, similarity scores are highly dense, such as below 0.60 for only 13 TREC questions, whereas 

the widespread all-MiniLM-L6-v2 model score was below 0.6 with 113 TREC questions, as shown in 

Figure 5(b). Secondly, 11 questions attained a higher score of 0.75, which exceeded previous scores. As 

mentioned, a fine-tuned paraphrase detection catches the similarity and minimised document mismatching. 

The average similarity score is higher than the all-MiniLM-L6-v2 model. Smaller skewness and kurtosis 

were close to the normal distribution, meaning the semantic similarity scores’ outliers were incredibly low. 

Although the all-MiniLM-L6-v2 and paraphrase-MiniLM-L6-v2 models operate under a similar 

transformer architecture, the paraphrase-MiniLM-L6-v2 model specialises in detecting paraphrases. When 

queries match, the model assigns higher similarity scores as the sentence embeddings are precisely 

optimised. Overall, the paraphrase-MiniLM-L6-v2 model attained a peak semantic similarity score of 0.65–

0.72 for 695 TREC questions, whereas the all-MiniLM-L6-v2 model attained only 287 TREC questions. 

The all-distilroberta-v1 model has a median value slightly lower than the mean. However, it attains a 

semantic similarity score below 0.60 for 310 TREC questions, higher than the other two transformer-based 

embedding models. Similarly, 212 TREC questions attained a peak score of 0.65 – 0.72, which is also lower 

than that of other models, as shown in Figure 5(c). Due to the higher vector dimensionality of this model, 

dramatic changes in the score occurred. Generally, the higher vector dimensionality captures finer semantic 

similarity differences. Because they are more nuanced, allowing the model to distinguish subtle variations 

in meaning and improve retrieval accuracy in complex queries. An increase in embedding spaces separates 

irrelevant vectors, resulting in lower similarity found over the extensive database. However, this model is 
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a more balanced approach to finding similarities than the all-MiniLM-L6-v2 model, although it does not 

attain a higher score. When three transformer-based embedding models are ensembled, mean and median 

values are nearly similar, such as 0.6684 and 0.6697, as shown in Figure 5(d). A TREC question of 113, 

13, and 310 from all three transformer-based embedding models attained a similarity score below 0.6. 

Ensembling all the models with PCA reduced to 12 questions, making the ensemble model more effective. 

The Ensemble + PCA model obtained a semantic similarity score between 0.65 and 0.72 for 675 TREC 

questions. However, this score is lower than the paraphrase-MiniLM-L6-v2 model, although the ensemble 

model achieves a higher similarity score. Because combining all three transformer-based embedding 

models operates under a single model behaviour. They capture more semantic features, and above all of 

these, PCA regulates the score by eliminating noises, redundancy, and other forms of error. Preserving the 

variance and ensuring the dimensionality reduction accelerates higher match for the queries and effectively 

operates under balanced mode. This ensemble model with PCA is a robust and highly efficient method for 

finding semantic similarity in vector search models.  

 

 
 

Figure 5. Semantic similarity frequency for 996 TREC questions using (a) all-MiniLM-L6-v2 model, (b) 

paraphrase-MiniLM-L6-v2, (c) all-distilroberta-v1, and (d) Ensemble Model + PCA. 
 

 

3.5 Transformer-Based Embedding Models Metrics Analysis 
Table 5 depicts the overall performance metrics of all the transformer-based embedding models with 

ensemble-based PCA models. The primary metrics of precision@10 analysis projected over the 10 retrieved 

results for queries raised. The all-MiniLM-L6-v2 model retrieves approximately 1.08 relevant results over 

the top 10 findings. This 0.1085 precision@10 is moderately relevant to the queries for analysing the ground 

truth. However, these moderate relevance score-based models are widely used for general-purpose tasks. 

Comparatively, the paraphrase-MiniLM-L6-v2 model scored an average of 3.92 relevant results for the 
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TREC queries. Fine-tuning and paraphrase detection match the queries with a relevant document over a 

wide spread of vector dimensions and catch highly similar results compared to the all-MiniLM-L6-v2 

model. This results in paraphrase-MiniLM-L6-v2 models being recommended for paraphrase detection. In 

all the other two transformer-based embedding models, the all-distilroberta-v1 model gained the lowest 

precision@10 of 0.0729, approximately 0.73 relevant results over the top ten retrieved results. Combining 

all the transformer-based embedding models gained a precision@10 of 0.4320, showing their strength and 

best performance for the TREC queries. An increase in relevant results for Precision@10 directly affects 

recall, as higher precision tends to improve the matching results for TREC queries. This means the system 

successfully retrieves items, and their proportion is measured in terms of recall. Following precision@10, 

the ensemble model gained a higher recall of 0.6722, which depicts both ranking relevant items at the top 

and retrieving a large proportion of relevant items. Similarly, MRR is correlated with precision@10, which 

measures how early the relevant answers appear for the raised TREC queries and ranks the quality of the 

search. If the precision@10 is high, MRR follows a similar pattern because both are screening the perfect 

match for the questions and providing a rank and score for the results. The all-MiniLM-L6-v2 and all-

distilroberta-v1 models emphasise lower MRR scores due to lower precision, making these models not 

recommended for individual semantic similarity searches. However, ensembling all the transformer-based 

embedding models significantly improved the MRR score to 0.5626. 

 

The recall and MRR have a strong positive correlation with the precision@10. The F1 score is the primary 

performance analysis metric for vector search algorithms. The F1 score concludes the performance of the 

models under single-oriented and well-balanced relevance findings and effecting similarity. Due to its lack 

of balance, the all-distilroberta-v1 model achieved the lowest F1 score of 0.0877. Following that, the all-

MiniLM-L6-v2 model recorded the second-lowest F1 score of 0.1274. For individual semantic similarity 

searches, these models are not recommended. 

 

Comparatively, the paraphrase-MiniLM-L6-v2 model scored a high F1 due to high precision@10 and 

recall. This model is well-balanced, has a higher ranking, and is efficient for paraphrasing-based operations. 

Finally, combining all transformer-based embedding models significantly enhanced the overall F1 score, 

achieving an average of 0.5094. The high relevance results in over precision@10 and broader retrieval for 

search queries, which improved the F1 score. Precisely concluded that the ensemble model with a 

combination of PCA processes is well-balanced and efficient for paraphrasing and similar general-purpose 

tasks. A higher F1 score compiles with a higher average execution time and memory taken for processing 

the queries and finding the similarity search. In this case, the ensemble model consumes more time to 

execute and find a similarity for raised TREC queries with an average of 0.1031 seconds. Due to a complex 

combination of three transformer-based embedding models execution, the memory usage drastically 

increased to 924.79 MB, 17.53 times higher than a paraphrase-MiniLM-L6-v2 model. Comparatively, the 

t-SNE is widely used for high-dimensional data visualisation rather than indexing, failing to maintain the 

global distance scaling features (Kim et al., 2021). Due to the stochastic behaviour of UMAP, embedding 

reproducibility is limited, making it ineffective for indexing and the semantic similarity process (Pamuji et 

al., 2024). PCA handles millions of vectors using low memory resources and faster query response, is linear 

in operation, has fast indexing, and vector shapes are precisely maintained and reliable indexing compared 

to the t-SNE or UMAP. This method provides a richer, more contextually relevant representation of textual 

data, enabling complex query handling and nuanced semantic relationships. Due to linear transformation, 

PCA may have limitations in semantic embeddings when the variances are not in higher order, which could 

lead to non-Gaussian distributions. However, in this study, PCA retains 90% of the variance and performs 

stable operations over a low-dimensional vector to retrieve information from a large dataset and reduce 

computational resources. Overall, the ensemble model with PCA is recommended for a vector search 

algorithm using MongoDB.  
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Table 5. Performance metric analysis for transformer-based embedding models. 
 

Model Precision@10 Recall MRR F1 Score AET (Sec.) MU (MBRA) 

all-MiniLM-L6-v2 0.1085 0.165 0.0633 0.1274 0.0341 59.0078 

paraphrase-MiniLM-L6-v2 0.3919 0.6143 0.0984 0.4631 0.0180 52.7383 

all-distilroberta-v1 0.0729 0.1190 0.0525 0.0877 0.0309 184.9258 

Ensemble-model 0.4320 0.6722 0.5626 0.5094 0.1031 924.79 

 

 

3.6 Comparative Error Analysis  
Figure 6 shows an error analysis of three transformer models with an ensemble-based PCA approach to 

enhance the precision rate for the raised query “What is the wingspan of a condor?”. As mentioned earlier, 

each transformer model has its unique architecture in semantic similarity check. The all-MiniLM-L6-v2 

and paraphrase-MiniLM-L6-v2 model gained seven relevant matches to the raised queries; however, their 

relevant matches differ. Their fine-tuning capabilities and paraphrase-based search enable them to track 

higher relevant searches over the ten results. Comparatively, the all-distilroberta-v1 model struggled to 

match with a higher relevant rate due to increased vector dimensions. In this study, the F1 score is allocated 

based on the best matches of the Precision@10, resulting in the lowest F1 score. Though all-MiniLM-L6-

v2 and paraphrase-MiniLM-L6-v2 models gained higher Precision@10, they failed to attain the unity in 

the F1 score. Ensembling the three transformer models with the PCA approach favours attaining higher 

Precision@10, and all the ten search estimation results are relevant to the queries raised, as shown in Figure 

6. Further, it is recommended that the ensembling of the transformer-based semantic search models with 

PCA is necessary to attain a higher F1 score. 

 

 

 
 

Figure 6. Error analysis for transformer models with ensemble Model + PCA approach. 

 

1. Title: Condor

   Relevant: Yes

2. Title: Andean condor

   Relevant: Yes

3. Title: Coragyps

   Relevant: Yes

4. Title: New World 

vulture

   Relevant: Yes

5. Title: Old World 

vulture

   Relevant: Yes

6. Title: Accipitridae

   Relevant: Yes

7. Title: Boeing Condor

   Relevant: No

8. Title: Cathartiformes

   Relevant: Yes

9. Title: Curtiss Model 

53 Condor

   Relevant: No

10. Title: Druine 

Condor

    Relevant: No

Precision@10: 0.7 

What is the wingspan of a condor ?

1. Title: Condor
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4. Title: New World 
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5. Title: Old World 
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3.7 Comparison of Proposed LLM with Other Models 
The Proposed all-MiniLM-L6-v2, paraphrase-MiniLM-L6-v2 and all-distilroberta-v1 models have gained 

lower F1 scores due to the diverse nature of operations. Ensembling the three models with PCA significantly 

improves the F1 score with a range of 0.5094. The comparative study with traditional methods like Term 

Frequency-Inverse Document Frequency (TF-IDF) and Best Matching 25 (BM25) model exhibit lower F1 

scores than the proposed three LLMs, as listed in Table 6. The average execution time for queries is lower 

due to ineffective context-understanding behaviour. Due to large sparse matrices, they consume high 

computational resources, resulting in higher memory usage than the other three LLM. Further, it is found 

that TF-IDF and BM25 are comparatively not recommended for a semantic similarity search.  

 
Table 6. Comparative analysis of traditional models with proposed LLM. 

 

Model Precision@10 Recall MRR F1 Score AET (Sec.) MU (MBRA) 

all-MiniLM-L6-v2 0.1085 0.165 0.0633 0.1274 0.0341 59.0078 

paraphrase-MiniLM-L6-v2 0.3919 0.6143 0.0984 0.4631 0.0180 52.7383 

all-distilroberta-v1 0.0729 0.1190 0.0525 0.0877 0.0309 184.9258 

Ensemble + PCA Model 0.4320 0.6722 0.5626 0.5094 0.1031 924.79 

TF-IDF 0.0190 0.0319 0.0145 0.0229 0.0403 3838.2227 

BM25 0.0355 0.0585 0.1105 0.0427 0.0082 1464.18 

 
 

 

4. Conclusion  
This study performs a text-to-vector transformation for 2000 Wikipedia JSON files and stores them in 

MongoDB. Three transformer-based embedding models were used for vector transformation due to their 

unique features: fewer transformer layers, a fine-tuned paraphrase detection process, and complex 

contextual screening methods. An all-MiniLM-L6-v2 and paraphrase-MiniLM-L6-v2 model has a smaller 

dimension of 384, and all-distilroberta-v1 has a higher dimension of 768. Though all-MiniLM-L6-v2 has a 

lower dimensionality, vector embedding values are narrow to zero, failing to retrieve the information 

effectively. A fine-tuning paraphrase detection in the paraphrase-MiniLM-L6-v2 model screens the broader 

documentation search with higher nuanced semantic features. Resulting in a wider embedding values 

dispersion. Notably, all-MiniLM-L6-v2 and paraphrase-MiniLM-L6-v2 model has a smaller 

dimensionality, but the paraphrase-MiniLM-L6-v2 model is equipped with a higher order of semantic 

similarity features detection. On the other hand, the all-distilroberta-v1 model with a complex architectural 

structure failed to retrieve the information effectively compared to the other models. Though the query 

execution time for the all-distilroberta-v1 model is lower than the all-MiniLM-L6-v2 model, it failed to 

achieve a high F1 score. Combining all three models with the PCA significantly improved the information 

retrieval, resulting in an average F1 score of 0.5094. The findings concluded that an ensemble model with 

PCA was suitable for large-scale dataset processing and proved efficient for real-time applications. The 

proposed method can be effectively utilised in various real-time applications such as academic research 

article searching platforms and digital libraries. Under the extensive mode of operation, it can be used to 

retrieve patient information from the hospital’s registry, perform product searches across the e-commerce 

domain, and use smart devices to understand queries effectively. Further, custom rule-based advanced 

filtering methods are recommended to reduce complexity in MiniLM models. Transforming the long texts 

into clauses can significantly improve the similarity search for the paraphrase-MiniLM-L6-v2 model. The 

all-distilroberta-v1 model should performed for complex queries rather than general queries examination.  
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