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Abstract

Sensitive topics such as workplace misconduct, corporate fraud, unethical decision-making, diversity and inclusion challenges, and
leadership accountability often present significant obstacles in survey research. Respondents may hesitate to disclose truthful
information due to fear of negative consequences, damage to their professional reputation, or concerns about confidentiality. Such
apprehensions frequently lead to non-response or biased responses, compromising data quality. To address these challenges, this
study introduces two scrambled randomized response techniques specifically designed to enhance the accuracy of estimates for
population means involving quantitative sensitive variables. These methods are designed to enhance respondent confidentiality
while ensuring greater accuracy in the collected data. Empirical studies have been conducted to validate theoretical findings and
assess the efficiency of the techniques. The results demonstrate that the proposed techniques offer superior efficiency and stronger
privacy protection compared to the existing method. The findings highlight the practical significance of these methods for
researchers and practitioners working with sensitive survey topics and encourage for their adoption in future large-scale data
collection initiatives.

Keywords- Sensitive characteristics, Poisson distribution, Privacy protection, Empirical study.

1. Introduction

Socio-economic indicators like quality of life, living conditions, availability of resources, and access to
healthcare reflect the economic development status of an economy. Both the public and non-public agencies
are involved in the preparation of these socio-economic development indicators by collecting primary data
at the grassroots levels through sample surveys. These surveys are the only reliable source of information
about the status of housing, poverty level, and living conditions of the people in a nation. The policy
formulation by contemporary governments relies on the data collected through such sample surveys. For
example, in India, public policy makers heavily utilize the socio-economic data collected by the National
Sample Survey Office (NSSO) through its sample surveys conducted across the nation.

The collection of data through sample surveys relies on the ability and the efficiency of the field
investigators. They collect information, using questionnaires, through interviews by recording the responses
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of the respondents. The sample survey questionnaires often include sensitive and personal questions. Such
questions, if asked in the presence of family members, relatives and our neighbors, then the probability of
getting incorrect responses becomes higher. Human behavior often makes respondents reluctant to share
personal and sensitive information with surveyors they perceive as unfamiliar or untrustworthy. This
hesitancy arises from concerns about privacy, fear of judgment, or potential misuse of the disclosed
information.

The respondents might not be willing to share their financial information with unknown surveyors and
hence they might hide their savings, investments, availability of bank accounts and usage of digital
payments. The respondents might also hide involvement in unethical practices like tax evasion. They might
hide earnings from clandestine sources, like theft, cheating or trade in illicit goods.

Furthermore, respondents, particularly women, tend to be sensitive about sharing information related to
their health with unfamiliar surveyors. For instance, a woman respondent might feel uncomfortable
answering questions about pregnancy, sexually transmitted diseases, or contraceptive usage. Similarly,
topics that are often stigmatized in society, such as substance use, expenditure on addictions, or sexual
orientation (e.g., homosexuality), may evoke discomfort or reluctance to respond truthfully. These
sensitivities highlight the need for careful questionnaire design, culturally appropriate language, and
creating a sense of trust and confidentiality during the survey process to improve response accuracy.

The socio-economic surveys conducted by prominent agencies such as the World Bank Organization for
Economic Co-operation and Development (OECD), National Family Health Survey (NFHS) India, and the
Socio-Economic Caste Census (SECC) include a significant number of sensitive questions. These questions
often delve into personal, health-related, and socially stigmatized topics.

The objective of this paper is to develop a sampling method that facilitates the accurate collection of
responses to sensitive questions in socio-economic surveys. The proposed randomization model for the
estimation of the population mean of the quantitative sensitive variable is designed to address the challenges
associated with respondent reluctance and social desirability bias. Furthermore, the paper provides a
rigorous statistical analysis to demonstrate why the suggested method outperforms existing sampling
methods in terms of privacy, response accuracy, and applicability in diverse socio-economic contexts. The
remaining of the paper is structured as follows: the introduction is followed by a review of literature, and
the methods are described through sections on proposed techniques and measure of privacy protection,
followed by results described through the section on efficiency comparison, followed finally by a section
on conclusion and recommendations.

2. Review of Literature

The collection of socio-economic data usually relies on interviewer-administered questionnaires. Sjostrom
and Holst (2002) argue that people tend to give answers to questionnaires more according to a social norm
than to the actual situation. This is called social desirability. Warner (1965) introduced the Randomized
Response Technique (RRT) to mitigate response bias in sensitive surveys, comparing its efficacy with direct
questioning. Greenberg et al. (1969) developed a theoretical framework for RRT, comparing its efficiency
with Warner's technique and discussing sample allocation methods. Greenberg et al. (1971) developed the
Unrelated Question randomized response model for quantitative data, whereby participants respond to
either a sensitive or an innocuous question based on a random mechanism, enabling unbiased estimation of
the population mean. Goodstadt and Gruson (1975) compared randomized response and direct questioning
for drug use and found that RRT not only reduced item nonresponse but also yielded significantly higher
prevalence estimates. Their results indicate that direct questioning likely underestimates sensitive behavior,
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highlighting RRT's improved validity in such contexts. Pollock and Bek (1976) examined RRT techniques
for quantitative data, emphasizing techniques involving addition or multiplication of random numbers.
Horvitz et al. (1976) provided a comprehensive review of RRT, emphasizing its role in protecting
respondent privacy. Begin and Boivin (1980) compared different survey methods, finding direct
questionnaire and RRT data more valid. Clickner and Iglewicz (1980) extended Warner’s randomized
response framework by developing a model that simultaneously handles two sensitive questions, enabling
efficient joint estimation of multiple sensitive traits. Fichhorn and Hayre (1983) introduced multiplicative
RRT methods for quantitative responses. Singh et al. (1995) proposed an improved two-stage randomized
response strategy for estimating proportions of sensitive attributes. Their method demonstrated greater
efficiency than earlier RRT models in both theoretical and empirical evaluations.

Randomized response techniques (RRTs) encompass a wide array of models designed to protect respondent
privacy while ensuring statistical validity. Classic models include Warner’s original binary RRT, additive
models such as those by Greenberg et al. (1969), cross-over models by Perri et al. (2016), and among others
models allowing for misclassification or forced responses. Bar-Lev et al. (2004) introduced a generalized
RR procedure that incorporates a design parameter—controlled by the experimenter—which expands upon
the earlier work of Eichhorn and Hayre (1983). This framework not only enables a unified treatment of
various RRTs but also allows for the optimization of estimator efficiency by reducing variance while
maintaining privacy. Their approach demonstrates that, by appropriately choosing the design parameter,
one can attain unbiased estimators with uniformly smaller variance than those of previous models. In the
context of our proposed method, similar design flexibility can be explored by adjusting the distributional
structure of the scrambling variables.

Christofides (2005) proposed a randomized response model using two independent randomization devices
to estimate the prevalence of two sensitive characteristics, enabling unbiased joint estimation in dual-
sensitive surveys. Kim and Elam (2007) proposed a stratified unrelated-question RRT model that integrates
stratified sampling with unrelated-question randomization. Their model achieves lower variance and mean
square error compared to its component models, enhancing efficiency under both truthful and imperfect
reporting. Saha (2007) proposed a randomized response model using scrambling variables on quantitative
sensitive data. This approach allows unbiased estimation of the population mean. Holbrook and Krosnick
(2010) examined the validity of RRT for measuring voter turnout and found that many respondents did not
follow the RRT instructions properly. Their findings raised concerns about the practical reliability of RRT
in reducing misreporting in real-world surveys. Gupta et al. (2010) introduced an optional randomized
response technique for quantitative data, allowing respondents to either report their true value or a
scrambled response based on their sensitivity to the question. Diana and Perri (2010) introduced scrambled
randomized response models for estimating the mean of a sensitive quantitative variable, using both
multiplicative and additive scrambling approaches to balance respondent privacy and estimator efficiency.
Ulrich et al. (2012) provided a statistical power analysis of various RRT techniques. Blair et al. (2015)
provided a comprehensive review of RRT designs, including forced-response and unrelated-question
models. Their work consolidated RRT methodology and enhanced its practical implementation. Gupta et
al. (2018) proposed a unified measure of model quality for quantitative RRT techniques. Hsieh et al. (2018)
proposed RRT model for multi-level categorical sensitive variables, where respondents report the absolute
difference between their true category and a random integer. Singh et al. (2019) revisited the two-stage
unrelated-question RRT model for rare sensitive attributes under Poisson population assumptions. Their
method, which incorporates both simple random and stratified sampling, showed superior efficiency
compared to previous two-stage models. Chu et al. (2020) focused on estimating mixed sensitive response
types in RRT. Azeem et al. (2024b) proposed an efficient estimator of population variance of a sensitive
variable with a new randomized response technique. Singh et al. (2021) proposed a quantitative randomized
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response model that uses scrambling variables and improves efficiency in estimating the population mean
of sensitive variables. Ahmed and Shabbir (2023) addressed estimating sensitive subpopulation totals using
RRT. Azeem et al. (2024a) introduced an enhanced quantitative RRT scrambling procedure that combines
additive and multiplicative scramblers to improve both efficiency and respondent privacy. Their model
demonstrated higher relative efficiency and a smaller joint privacy-efficiency metric than existing
technique.

Several empirical studies have demonstrated the feasibility and success of implementing RRT techniques,
including scrambled and mixed models, in real-world survey conditions (Shahzad et al., 2019, Zaman et
al., 2023, 2024). For instance, Krumpal and Voss (2020) explored the influence of trust on respondent
behavior under randomized response settings. Hsieh and Perri (2021) applied Christofides’ model to
sensitive demographic estimation. Perri et al. (2016) used a crossed-model RRT in a pilot survey to estimate
both induced abortion among foreign women and irregular immigrant status. In the context of elite sports,
Striegel et al. (2010) successfully utilized RRT to uncover the hidden prevalence of doping and drug use.
These practical applications underline the adaptability and acceptance of RRT methods in complex field
surveys and reinforce the viability of the proposed framework.

3. Method and Proposed Techniques

The scrambling technique has been used as an effective mechanism for increasing the cooperation of the
respondents. Pollock and Bek (1976) proposed the additive model and another survey model with a
quantitative response variable was taken into consideration by Eichhorn and Hayre (1983) who suggested
an RR method for it. These techniques are especially helpful in surveys when a highly sensitive measured
response variable is used. The multiplicative model that Eichhorn and Hayre (1983) considered involves
the respondent multiplying his responses to the sensitive question by a random integer drawn from a
predetermined distribution. Inspired by this technique Singh (1976) proposed techniques involving
scrambled variables that can be used for dealing with highly sensitive issues such as how many abortions a
woman has undergone, the number of drugs consumed by a teenager, etc. While thinking along these lines,
in this paper we proposed two scrambled response techniques that will work more efficiently than the
existing techniques in different situations. The technique’s quality is measured by percent relative
efficiency and measure of privacy protection.

A pre-survey demonstration suggested including sample exercises and visual aids, to guide respondents
step-by-step. In addition, we suggest conducting a pilot survey before full deployment to assess
comprehension, revise language instruction, and make context-specific adaptations if needed. Importantly,
all arithmetic involved in the response mechanism is elementary in nature (basic addition, multiplication),
ensuring that the cognitive load remains manageable even for respondents with limited formal education.
Similar approaches using instruction cards and training aids have proven effective in earlier applications of
scrambled response techniques (Saha, 2011; Singh and Gorey, 2017), supporting the feasibility of our
proposed implementation strategy.

Suppose Y > 0 be a quantitative sensitive variable with unknown mean (uy) and variance (o°y) respectively
from a finite population with size N. Let W1, W», W3, S and U be the scrambling variables considered which
is independent of the response variable Y with means ww1, w2, uws, s and uyand variances o’ wi, 0°wa, w3,
a’s, o’y respectively. A simple random sampling with replacement strategy was used to select a random
sample of n respondents from the population. Further, a random device having three types of cards
containing statements would be provided for each selected respondent in the sample. The three types of
cards with statements are:
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1) Green cards: report the original sensitive variable ¥

2) Red cards: report the scrambled response YW+W>

3) Yellow cards: report the scrambled values Z=a (Y + U) + (1 — @) Y S (for technique 1),
Z=Ws (aY+ (1 —a) Y S) (for technique 2)

with probabilities P;, P, and P; respectively such that 3 P; = 1.

3.1 Technique 1

Suppose the response M; with distribution is given as:
Y with prob P,

M; =< YW; + W, withprob P, .
alY +U)+ (1 — a)YS with prob P

Hence, for the observed reported response
M1 = Y(P]_ + P2W1+ aP3+ SP3— aSP3) + P2W2+ aUP3,

the mean and variance of quantitative sensitive variable Y are given by:
My— Prwa—Psapy

py, = Py +Papy +P3(a+ps—aps)’
and
R 2
V(#Yl) = n[P1+P2HW1+O-PM31(0‘+HS_0‘HS)]2.
where,

02y = P(02 +12) + Py{(02 + 12) 0y + iy) + (03 + 1é2)} + Ps {(a((o + u2) + (08 + p3)) + (1 —

@)(03 + p3) (07 + u)} — {Puy + Po(uybtws + tiwz) + Ps (a(uy + py) + (1 = adpyp)}.

3.2 Technique 2
Suppose the response M, with distribution is given as:
Y with prob P,
M, = YW, + W, with prob P,
Ws[aS + (1 — a)Y] with prob P

Hence, for the observed reported response
M2 = YP1+ [YW1+ WZ]PZ + W3 [aS + (1 - a)Y]P3,

the mean sensitive variable Y is:
IA’/\ — My — Puw—aPsliyw s
2 Py +Py iy 1 +P3(1— @) pyy 3’

and the variance of sensitive variable as:

- _ 0'1%/12
V(MYZ) - n[P1+P2MW1+P3((1_‘Z)H—W3)]2.

where,

Oz = P1(U§ + Ilgzz) + Pz{(“;% + H;Zz)(avzm + ufr1) + (o, + #I%I/Z)}‘l' P; (03 + Uiir3) {(Q(Usz +uz) +

1- a)(o-flljzz))} — {Pipy + P, (.uy.uW1 + pw2) + P (a(us + (1 — @uy)}.
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4. Analysis and Discussion

The degree of privacy protection plays a crucial role in the effectiveness of the Randomized Response
Technique (RRT). When dealing with sensitive topics, ensuring the respondent’s privacy is essential for
obtaining honest and unbiased responses. If respondents feel their privacy is at risk, they may provide
socially desirable answers rather than truthful ones, leading to biased estimates and reduced data reliability.
Therefore, the success of RRT largely depends on the level of confidentiality it can guarantee.

The normalized measure of privacy protection introduced by Diana and Perri (2010) has become a standard
benchmark. When this measure is closer to 1, it indicates a higher level of privacy protection, which in turn
fosters greater respondent cooperation. Conversely, as the value nears 0, the level of privacy protection
diminishes, making respondents more hesitant and less willing to provide truthful information.

In addition, Holbrook and Krosnick (2010) critically evaluated the practical implementation of RRT and
found that inadequate comprehension of the protection mechanism by respondents can reduce its
effectiveness, further emphasizing the importance of a design that is both mathematically sound and easy
to understand. Christofides (2005) and Kim and Elam (2007) also proposed advanced randomized response
models that incorporate privacy protection metrics alongside efficiency measures, thereby formalizing the
now well-recognized privacy-efficiency trade-off.

Blair et al. (2015) provided a comprehensive review of RRT models and emphasized that privacy should
be evaluated not only theoretically but also behaviorally, by observing whether respondents follow the
instructions correctly. Their work strengthens the case for including respondent comprehension and
practical usability as part of privacy assessment. Hsieh et al. (2018) extended this by proposing a model for
multi-level sensitive traits using a single randomization device and demonstrated how privacy metrics can
be preserved even when categorical data is involved, widening the applicability of RRT. Perri et al. (2016)
demonstrated the application of a crossed-RRT model to jointly estimate abortion prevalence and irregular
foreign presence, showing how well-designed privacy mechanisms can be used in high-stakes field
applications.

Contributions, such as Singh et al. (2021), and Zhimin and Zaizai (2012), have continued this line of work
by introducing scrambling-based models with strong privacy guarantees, showing how design choices
impact both privacy and estimator performance. These works reinforce that privacy is not only a technical
requirement but also a driver of respondent trust and data quality.

In our proposed model, the degree of privacy protection has been carefully evaluated using the normalized
measure framework, ensuring that the technique meets the dual objectives of maintaining confidentiality
and producing statistically efficient estimators. The design ensures that the privacy level remains high
across varying parameter choices, demonstrating its practical viability for surveys involving sensitive
quantitative variables.

4.1 Privacy Measure of Proposed Techniques

Based on the above works, the squared correlation coefficient for Technique 1 and Technique 2 are as
follows:
Sl = 1 -

(P1+Py 1 +P3a+P3S—aSPs)?

2 )
OM1

S =1— (P1+Pa piyy1 +(1—0) P3 piyy3)?
2 — 2 '
OM2
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To show the measure of privacy protection of the proposed models, we followed the normalized measure
of privacy protection technique proposed by Diana and Perri (2010). We have mentioned the values for the
measure of privacy protection for both the models in a graphical representation Figures 1 to 4 as follows.
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=2} h

= f=)

—_ =

‘ f=
o)
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=
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Probabilities (P1,P2)

=
=
—
=
.
[

0.8,0.1 I (.73

0.00 0.20 0.40 0.60 0.80 1.00)
Privacy Protection

Figure 1. Measure of privacy protection (Model 1, Data A).

0.2,0.1 I (.45

0.3,0.1 I 0.51

04,0.1 I (.57

0.5,0.1 I .63
06,0.1 I 0.69

Probabilities (P1, P2)

0.7,0.1 I (.76
0.8,0.1 | .52

0.00 0.20 0.40 0.60 0.80 1.00

Privacy Protection

Figure 2. Measure of privacy protection (Model 1, Data B).

02,01 I .51

0.3,0.1 | (.57

0.4,0.1 I (.63
05,01 I  0.69

06,0.1 I  0.49

Probabilities (P1, P2)

0.7,0.1 I (.64

0.8,0.1 | (.73

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80
Privacy Protection

Figure 3. Measure of privacy protection (Model 2, Data A).
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(0.2,0.1) NG 0.45

(0.3,0.1) I 0.51

(0.4,0.1) I (.57

(0.5,0.1) NN 0.53

(0.6,0.1) NN 0.69
(0.7,0.1) I 0.75
(0.8,0.1) NN (.52

Probabilities (P1, P2)

0.00 0.20 0.40 0.60 0.80 1.00
Privacy Protection

Figure 4. Measure of privacy protection (Model 2, Data B).

4.2. Efficiency Comparison
We have compared the performance of the proposed techniques to that of the Bar-Lev et al. (2004)
technique in terms of PRE. For PRE (Percent Relative Efficiency) calculation, we used the following

formula and assumed that the scrambling variables follow a Poisson distribution.

PRE = Y#EL) « 100 fori=1,2.
V(uyi)

Table 1 represents the data sets used for empirical comparisons. The constant « can take any value between
0 and 1. For the empirical study, here we considered the value of a as 0.05.

Table 1. Data for efficiency comparison.

Set Y W, W, W; S U Z
A 4 3 5 4 2 3 4
B 7 4 8 5 2 1 4
Table 2. PRE of the suggested technique 1 for data set A with respect to Bar-Lev et al. (2004).
Probability PRE of technique Probability PRE of technique

Pl P2 Technique 1 Pl P2 Technique 1
0.1 108.76
0.2 119.95
0.3 137.14
0.9 0.1 164.96 0.4 04 162.41
0.5 201.22
0.6 266.37
0.2 108.75
0.3 125.45
0.1 166.62 0.4 149.86
0.8 0.2 168.35 0.3 0.5 187.55
0.6 251.83
0.7 383.54
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Table 2 continued. ..
0.2 114.66
0.3 138.14
0.1 151.67 0.4 149.86
0.7 0.2 159.22 0.2 0.5 174.74
0.3 174.96 0.6 238.45
0.7 374.86
0.8 864.99
0.3 104.61
0.1 135.48 0.4 127.14
0.2 145.76 0.5 1627
0.6 0.1 0.5 174.74
0.3 162.88
0.4 189.12 0.6 226.24
0.7 369.91
0.8 993.30
0.1 120.90
0.2 132.32
0.5 0.3 149.75
0.4 175.70
0.5 215.57
Table 3. PRE of the suggested technique 2 for data set A with respect to Bar-Lev et al. (2004).
Probability PRE of technique Probability PRE of technique
P1 P2 Technique 2 P1 P1 Technique 2
0.1 300.69
0.2 282.93
0.3 267.17
0.9 0.1 164.96 0.4 04 25501
0.5 250.34
0.6 266.37
317.74
03 e
0.1 190.25 0.4 ’
0.8 0.2 168.35 0.3 0.5 285.89
06 286.17
07 304.16
) 383.54
331.95
8§ 322.97
0.1 225.22 0.4 g}gg
0.7 0.2 197.79 0.2 0.5 322'09
0.3 174.96 0.6 '
07 347.51
08 427.44
) 864.99
0.3 339.51
0.1 25527 04 33870
02 229 81 0.5 343.61
0.6 0.1 0.5 358.87
0.3 206.69
0.4 189.12 0.6 395.96
0.7 493.49
0.8 993.30
0.1 280.14
0.2 258.28
0.5 0.3 238.35
0.4 222.24
0.5 215.57
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Table 4. PRE of the suggested technique 1 for data set B with respect to Bar-Lev et al. (2004).
Probability PRE of technique Probability PRE of technique
P1 P2 Technique 1 P1 P1 Technique 1
0.1 207.90
0.2 203.69
0.3 201.70
0.9 0.1 118.58 0.4 04 20350
0.5 212.59
0.6 238.85
0.1 221.78
0.2 220.67
0.3 222.24
0.8 g; 3?13 0.3 0.4 228.25
' ’ 0.5 242.46
0.6 274.61
0.7 359.88
0.1 234.85
0.2 237.40
0.1 155.16 o S
0.7 0.2 145.54 0.2 ’ '
0.3 139.78 0.5 277.52
0.6 322.62
0.7 433.49
0.8 946.04
0.2 254.80
0.1 175.20 0.3 266.6
0.4 286.60
0.6 0.2 166.32 0.1 0.5 321.78
0.3 159.74
0.4 157.93 0.6 391.15
0.7 567.75
0.8 1646.16
0.1 192.59
0.2 185.75
0.5 0.3 180.96
0.4 179.89
0.5 186.76
Table 5. PRE of the suggested technique 2 for data set B with respect to Bar-Lev et al. (2004).
Probability PRE of technique Probability PRE of technique
Pl P2 Technique 2 Pl P2 Technique 2
8; 106.04
0'3 120.59
0.9 0.1 118.58 0.4 0'4 143.48
0:5 179.24
06 238.85
0.1
0.2 111.76
0.3 134.62
0.8 g; };‘7‘22 0.3 0.4 170.71
' ' 0.5 232.74
0.6 359.88
0.7
0.1
0.2 102.79
0 B
0.7 0.2 128.89 0.2 ’ '
03 13978 0.5 226.39
0.6 370.12
0.7 946.04
0.8
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Table 5 continued...

0.2
0.1 119.75 0.3 1588
02 123.6 0.4 152.22
0.6 0.1 0.5 220.13
0.3 136.00
0.4 157.93 0.6 387.39
0.7 1424.65
0.8
0.1 108.90
0.2 114.96
0.5 0.3 128.94
0.4 151.58
0.5 186.76

Key insights from Tables 2 to 5 and Figures 1 to 4 are as follows:

1) The percent relative efficiencies of proposed techniques in comparison to the Bar-Lev et al. (2004)
technique are always more than 100, as shown in Tables 2 to 5, indicating that the proposed techniques
predominate over the Bar—Lev et al. (2004) technique.

2) From Figures 1 to 4 it is visible that most of the values exceed 0.5 and are closer to 1. This indicates a
higher level of privacy protection, which in turn suggests that respondents are more likely to cooperate
with the proposed techniques.

5. Conclusion

The proposed randomized response techniques exhibit strong performance on two critical fronts, statistical
efficiency and privacy protection, making them highly effective tools for estimating the population mean
of quantitatively sensitive characteristics. The design leverages multiple types of scrambling cards
involving additive, multiplicative, and mixed operations, which not only enhance statistical randomness but
also strengthen perceived respondent anonymity. This nuanced structure reduces the likelihood of
respondent discomfort and social desirability bias, factors often detrimental to data integrity in sensitive
surveys.

From a privacy standpoint, the models offer a high degree of statistical confidentiality, aligning with
contemporary privacy metrics such as the normalized measures proposed by Diana and Perri (2010). To
ensure optimal effectiveness, however, it remains essential that researchers implement informed consent
protocols, provide clear and respondent-friendly instructions, and maintain transparency in explaining the
randomized nature of the technique. Ethical implementation is as important as statistical robustness,
especially when dealing with sensitive data related to behaviors such as tax evasion, abortion, or criminal
activity.

To illustrate the practical applicability of the proposed methods, we employed Poisson-distributed
scrambling variables, which are particularly well-suited for modeling count-based and rare event data—
frequently encountered in sensitive contexts. Empirical comparisons clearly indicate that Technique 1 and
Technique 2 consistently outperform the benchmark Bar-Lev et al. (2004) method, with PRE values
exceeding 100 across diverse probability configurations. This demonstrates not only improved accuracy
but also the robustness and generalizability of the proposed methods. Overall, these techniques offer a
statistically sound, ethically mindful, and practically versatile framework for randomized response surveys
in sensitive research domains.
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6. Implications

The implications of these results are significant for survey practitioners, offering actionable insights into
enhancing the reliability of survey outcomes involving sensitive topics. By adopting the proposed
randomized response techniques, practitioners can mitigate non-response bias and response inaccuracies
inherent in conventional survey methodologies. Moreover, the compatible outperformance of the proposed
techniques underscores their possibility for real-world applications, providing researchers with robust tools
for estimating sensitive population means with greater precision and accuracy. Overall, the findings
advocate for the widespread adoption of these innovative techniques in survey research, empowering
practitioners to address the dare posed by sensitive survey topics while ensuring the integrity and
representativeness of survey data.

7. Limitation & Future Research

The present study assumes simple random sampling with replacement, which is grounded in the assumption
of a homogeneous population. In future research, we intend to extend our current framework to incorporate
heterogeneous populations and analyze the performance of the proposed estimation techniques under more
complex sampling designs. Further, the formal mathematical approaches used for scrambling (such as cards
with mixed operations) might result in respondent confusion which could lead to non-compliance.
However, to mitigate the risk of confusion, we suggest simplifying instructions wherever possible, using
interviewer-assisted techniques (i.e., having trained personnel explain the procedure and guide respondents
through an example), and pre-testing the survey instrument in a pilot study to ensure clarity. Additionally,
graphical aids or digitized randomization tools (such as mobile apps or computer-assisted randomization)
may improve compliance while preserving the integrity of the scrambling method. In future research, we
will also focus more deeply on assessing respondents’ psychological comfort, and perceived risk, possibly
using empirical data from field trials and debriefing surveys.
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